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Аннотация
Предмет исследования. Предметом исследования являются методы совмещения изображе-

ний, снятых с разных ракурсов при наличии дисторсий объективов. Цель работы — разработка 
способа снижения размытия изображения при переводе одного изображения в систему коорди-
нат другого изображения. Метод. Рассмотрена задача получения единого преобразования для 
перевода изображения из системы координат исходных двух снимков. Получено выражение, 
представляющее собой суперпозицию нескольких геометрических преобразований, связанных 
с искажениями, вызванными дисторсиями двух объективов и индивидуальным сдвигом всех 
пикселов, определяемых методами стереозрения или оптического потока. Результаты. Особен-
ностью задачи является то, что часть преобразований описывается аналитически (дисторсии), 
а часть — описывается матрицей сдвигов пикселов. Показано, что более удобными для исполь-
зования в данной задаче являются преобразования, описываемые не оптическим потоком, а ма-
трицей отображения. Выведены выражения, которые связывают системы координат двух сним-
ков непосредственно. Предложенный подход инкапсуляции уравнений дисторсии в матрицу, 
описывающую оптический поток ректифицированных снимков, позволяет повысить качество 
изображения, переведённого в систему координат второго кадра. Это достигается за счёт отказа 
от последовательного перевода в несколько промежуточных систем координат, которые связаны 
с применением билинейной интерполяции и, следовательно, избыточным сглаживанием. Про-
ведена экспериментальная проверка разработанного подхода, подтверждающая лучшие харак-
теристики результирующего изображения по сравнению с традиционным подходом. Практиче-
ская значимость. Разработанный метод может быть применён в оптико-электронных системах 
с несколькими объективами в задачах, требующих, например, улучшения изображения широко-
угольной камеры с помощью изображения узкопольного объектива.

Ключевые слова: стереозрение, оптический поток, дисторсии объектива, отождествление 
пикселов двух снимков, билинейная интерполяция
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Abstract
Subject of the research. The methods of combining images taken from different angles in the 

presence of lens distortions are the subject of the research. Purpose of the work. Development of 
a way to beautifully blur an image when transferring one image into another image's coordinate 
system. Method. The problem of obtaining a single transformation for transferring of the image 
from the coordinate system of the original two images is considered. An expression representing 
a superposition of several geometric transformations associated with distortions caused by the 
distortions of two lenses and the individual shift of all pixels, determined by stereovision or optical 
flow methods is obtained. Results. A feature of the problem is that some of the transformations are 
described analytically (distortions), and some are described by a matrix of pixel shifts. It is shown 
that transformations described not by an optical flow, but by a mapping matrix, are more convenient 
for use in this problem. Expressions that connect the coordinate systems of two images directly are 
derived. The proposed approach of encapsulating the distortion equations into a matrix describing 
the optical flow of rectified images makes it possible to improve the quality of the image converted 
to the coordinate system of the second frame. This is achieved by means of avoiding the sequential 
transfer of the image into several intermediate coordinate systems, which are associated with the 
use of bilinear interpolation and, consequently, excessive smoothing. An experimental verification of 
the developed approach confirming the better characteristics of the resulting image compared to the 
traditional approach was carried out. Practical significance. The developed method can be applied in 
optoelectronic systems with multiple lenses in tasks that require, for example, improving the image 
of a wide-angle camera using the image of a narrow-field lens.
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ВВЕДЕНИЕ
Современные оптические системы часто осна-
щаются не одним, а сразу несколькими объ-
ективами. Это нужно для вычисления даль-
ности до объектов сцен по диспаратностям 
пикселов двух (или более) изображений или 
достижения эффекта сверхразрешения. Ча-
сто подобные оптические системы оснащают-
ся короткофокусными и длиннофокусными 
объективами. Это делается для возможности 
съёмки и общих планов, и портретов (в мо-

бильных телефонах) или для построения эф-
фективных систем обнаружения и распозна-
вания (когда предварительно цель обнаружи-
вается с помощью широкоугольной, а потом 
распознается с помощью снимков узкополь-
ной камеры). При наличии двух снимков, сня-
тых с разных ракурсов, возможно их объе-
динение в единственный более качественный 
(в частности, за счёт уточнения значений яр-
кости по двум измерениям). Для решения 
этой задачи, как правило, требуется перевести 
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два кадра в единую систему координат, после 
чего их можно объединить. Для этого требу-
ется скомпенсировать смещение пикселов на 
двух снимках, вызванное следующими фак-
торами:

1. Разным взаимным положением двух 
камер.

2. Перемещением объектов в поле зрения 
двух камер за время, которое прошло меж-
ду двумя снимками. 

Необходимость перевода возникает, как 
в традиционных алгоритмах получения сверх-
разрешения или устранения шума за счёт 
итеративной оптимизации [1], так и в алго-
ритмах глубокого обучения, поскольку в них 
используется слой измерения и компенсации 
движения. При этом, если камеры синхрони-
зированы по времени, смещения, вызванные 
движением объектов, нивелируются. В этом 
случае задачу сопоставления пикселов можно 
свести к задаче стереозрения: поиск соответ-
ствующих пикселов можно производить вдоль 
эпиполярных линий. Если пренебречь движе-
нием объектов нельзя, то задача сопоставле-
ния является более сложной и в общем случае 
отождествления нужно искать на всём кадре. 
Алгоритмы восстановления этих движений на-
зываются алгоритмами оптического потока. 

На практике часто оказывается, что полно-
ценно выровнять эпиполярные линии двух 
снимков не удаётся из-за сложностей кали-
бровки камер, связанных, в частности, с тем, 
что аналитические уравнения дисторсий не 
могут идеально точно описать геометрические 
аберрации объективов. Восстановление более 
точных параметров дисторсий (например, ло-
кальных по площади изображений) не всегда 
возможно. Заметим, что в силу нелинейности 
оптических дисторсий после корректировки 
основной их составляющей, описываемых ана-
литически, дополнительных ограничений на 
область поиска, кроме ограничения на мак-
симальный сдвиг, наложить нельзя. Для ре-
шения этой задачи используют методы оп-
тического потока с ограничениями. Именно 
поэтому мы не ограничиваем совокупность 
методов, к которым применим предлагаемый 
подход (подразумевающий предварительную 
стереокалибровку камер) только методами по-
иска диспаратностей. 

Большинство методов с использованием ма-
трицы корреляционной энергии подразумева-

ет, что, если эпиполярное ограничение выпол-
нено, то можно ограничить область смещения 
окна корреляции горизонтальным смещени-
ем. Это значит, что к изображениям предвари-
тельно применено корректирующее проектив-
ное преобразование.

Стоит отметить, что эпиполярная геометрия 
применима только к снимкам, когда устране-
ны дисторсии объектива, поэтому предвари-
тельно требуется их устранить, преобразовав 
соответствующим образом изображения. Про-
цедуру устранения дисторсий, а также (если 
необходимо) применение корректирующего 
проективного преобразования для выравни-
вания эпиполярных линий называют ректи-
фикацией. 

Операцию ректификации применяют в 
классических методах решения задачи стерео-
зрения [2–7]. Классическое стереосопоставле-
ние обычно включает извлечение локальных 
соответствий и полуглобальную регуляриза-
цию [2]. Методы оптического потока [3] одно-
временно анализируют смещения, окклюзию 
и симметрию движения [4, 5] для решения 
менее ограниченных и сложных проблем дву-
мерного сопоставления. Несмотря на явные 
различия между размерами пространства по-
иска, стереосопоставление и оптический по-
ток имеют схожие допущения, такие как по-
стоянство яркости и непрерывность сохра-
нения границ [6, 7]. В современных работах 
[8–13] также применяют ректификацию для 
решения задачи стереосопоставления. 

Для оценки оптического потока, начи-
ная с Flownet [14], был предложен ряд сквоз-
ных моделей глубокого обучения [14–20]. 
В [20] авторы представляют новый метод 
решения неоднозначности зашумлённых оце-
нок сопоставления — агрегация затрат с транс-
форматорами (CATs++). Предложенные ме-
тоды превосходят предыдущие современные 
методы оценки оптического потока с большим 
отрывом. 

Другим важным направлением исследова-
ний является метод оценки оптического по-
тока, обученный без учителя [21–23]. В [24] 
авторы исследуют несколько способов приме-
нения эпиполярного ограничения при оценке 
потока. Все упомянутые выше методы так или 
иначе могут получить преимущество от рабо-
ты с ректифицированными изображениями. 
В частности, в методах, использующих матри-
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цу корреляционной энергии, её можно рассчи-
тывать только с учётом допустимых сдвигов.  

Любые пространственные преобразования 
изображения, связанные с субпиксельными 
смещениями, понижают разрешение, т.к. для 
вычисления яркости пиксела в новой системе 
координат требуется усреднение яркостей не-
скольких пикселов исходного изображения. 
Если стоит задача совместить два кадра в исход-
ной системе координат, то в общем случае тре-
буется произвести следующие преобразования:

1. Ректифицировать (устранить дисторсии) 
первое изображение.

2. Ректифицировать (устранить дисторсии) 
второе изображение.

3. Решить задачу стереосопоставления, вос-
становив карту смещений.

4. Перевести первое ректифицированное 
изображение в систему координат второго 
ректифицированного изображения.

5. Применить дисторсии второго изображе-
ния к изображению, полученному в п. 4. 

Требуется значительное количество опера-
ций, каждая из которых будет снижать рез-
кость полученного изображения. 

Таким образом, целью данной работы было 
разработать способ снижения размытия изо-
бражения при переводе его в систему коорди-
нат другого изображения. В результате был 
разработан метод, который позволяет заме-
нить преобразования изображений преобра-
зованиями над картой смещений, полученной 
в п. 3. В этом случае: 

1. Преобразования будут снижать точность 
карты смещений, что, однако, не приведёт к 
потере разрешения изображений, поскольку 
изображение будет преобразовано лишь один 
раз из исходной системы координат перво-
го изображения в систему координат второго 
изображения.

2. Часто дисторсии могут быть описаны 
аналитически. В этом случае преобразование 
векторов движений (поскольку они описыва-
ются вещественными числами) может быть 
выполнено более точно, чем преобразование 
изображений.

Чтобы не накладывать дополнительные 
ограничения, в данной работе все выражения 
выведены с использованием карты произволь-
ных сдвигов, а не карты смещений вдоль эпи-
полярных линий (диспаратностей), поскольку 
последнее является частным случаем первого.

1. ОБЩИЕ ОБОЗНАЧЕНИЯ И ТЕРМИНЫ

1.1 Оптический поток
Пусть A и B — два изображения одинакового 
размера WH, которые определены на коорди-
натах пикселов = NWH ={x N2}.

Пусть OFAB — поле оптического потока, 
отображающее координаты каждого пиксела 
изображения A в вектор смещения z 

 2
A B R( ) ( ), ( ) , .→ = ∈ ∀ ∈OF x z x z x x  (1)

такое что

 [ ] [ ]A B ( ) , ,→≈ ∀ ∈A x B x+OF x x  (2)

где символ  означает, что для 3D-точки бе-
рутся наиболее близкие к ней пикселы изо-
бражений A и B. Заметим, что из-за окклюзии 
не каждый пиксел в B имеет соответствие в A, 
но мы опускаем этот случай, считая, что в об-
ласти окклюзии оптическим потоком выбира-
ется наиболее подходящее «ложное» соответ-
ствие.

1.2. Отображение
Оптический поток OFAB может быть пред-
ставлен в виде отображения MAB

 ( ) ( )A B A B , .M → →= ∀ ∈x xx+OF x  (3)

В нижнем индексе М символ слева от 
стрелки соответствует изображению, систе-
ма координат которого находится в области 
определения. Справа от стрелки находится 
изображение, система координат которого за-
даёт область значений. Отображение MAB(х) 
можно интуитивно описать так: нам нужно 
значение пиксела с координатой x изображе-
ния A, но у нас есть только изображение В, 
тогда нам нужно преобразовать координату x 
из системы координат A в систему координат 
В, используя отображение M. Таким образом, 
можем сказать, что

 A B A B,:M X X→ →  (4)

где XA обозначает пространство координат 
изображения A, а XB — пространство коорди-
нат изображения B.

По определению OF(x) должен указывать 
на один из пикселов изображения, поэтому 
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мы могли бы (ошибочно) заключить, что M: 
  , что справедливо, если бы векторы оп-
тического потока были целыми числами, но 
они действительные. Тем не менее, основное 
отличие состоит лишь в том, что при доступе 
к элементу изображения с вещественным ин-
дексом должна применяться интерполяция.

Использование отображения более удобно, 
чем использование оптического потока, пото-
му что оно естественным образом выражает

 [ ] [ ]A B ( ) .M →≈A x B x  (5)

Оно также удобнее для представления су-
перпозиции нескольких оптических потоков 
(см. ниже). Причина, по которой в программах 
часто используется оптический поток, заклю-
чается в том, что значение каждого элемента 
отображения содержит фиксированное значе-
ние x , равное индексу пиксела по строке и 
столбцу в изображении. Это значение велико 
для некоторых пикселов в то время, как без 
наложения ограничений общности матожи-
дание значений элементов оптического потока 
равно нулю. Это делает отображение гораздо 
менее компактным для хранения в памяти.

1.3. Преобразование систем координат
При использовании отображения MBA для 
каждой координаты x  получается изобра-
жение BA — изображение В, преобразованное 
в систему координат A

 [ ]A B A B( ) ( ) , ,M →= ∀ ∈B x B x x  (6)

где нижние индексы в BA и BB определяют 
систему координат кадра. Изначально имеем 
изображение BB.

Для компактности обозначим функцию 
преобразования системы координат через 

 ( )A B A B, .M →=B B  (7)

1.4. Интерполяция
Основная проблема в том, что изображение, 
оптический поток и отображение MBA опре-
деляются на N2, но оптический поток вычис-
ляется с субпиксельной точностью, поэтому 
область значений MBA определяется на R2. 
В связи с этим, яркость пикселов изображе-
ния BA при использовании формулы (6) нужно 

вычислять с использованием интерполяции. 
Наиболее популярно использование билиней-
ной интерполяции, когда яркость пиксела бу-
дет определяться с учётом яркости и величи-
ны перекрытия четырёх соседних пикселов. 

При каждом использовании преобразова-
ния с применением билинейной интерполя-
ции изображение теряет в резкости, т.к. яр-
кость каждого пиксела в конечном счёте яв-
ляется функцией от всё большего количества 
пикселов исходного изображения. Такой эф-
фект видно на рис. 1, где изображение, повер-
нутое 6 раз на 10, более размытое, чем изобра-
жение, полученное при повороте сразу на 60. 

2. СУПЕРПОЗИЦИЯ ОТОБРАЖЕНИЙ
Пусть у нас есть третье изображение C и ото-
бражение MCB. Таким образом, мы имеем

 [ ]A B A Bx( ) ( ) , ,M →= ∀ ∈B B x x  (8)

 [ ]B C B C ( ) , .M →= ∀ ∈C (x) C x x  (9)

Поскольку CB находится в системе коорди-
нат В, мы можем заменить им BB в (8), чтобы 
получить CA

 

[ ]
[ ]

[ ]

A B A B

C B C A B

C A C

( )

( )

( ) , ,

M

M M

M 

→

→ →

→

= =

⎡ ⎤= =⎣ ⎦
= ∀ ∈

C C x

C x

C x x

 (10)

(а) (б)

Рис. 1. Эффект размытия на изображении, 
повернутом с применением билинейной 
интерполяции. (а) Изображение, повернутое 1 раз 

на 60, (б) изображение, повернутое 6 раз на 10
Fig. 1. The blur effect on an image rotated using 
bilinear interpolation. (a) Image rotated 1 time by 

60, (б) image rotated 6 times by 10
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где

 [ ]A C B C A B( ) ( ) .M M M→ → →=x x  (11)

Используя сокращение из (7)

 A C B C A B( , ).M M M→ → →=  (12)

Мы можем создать цепочку отображений 
любой длины, но, как уже говорилось выше, 
из-за интерполяции каждое преобразование 
координат уничтожает информацию сглажи-
вающим эффектом билинейной интерполя-
ции. Если используется метод ближайшего 
соседа, то следует усиление выраженности 
граничных артефактов.

Заметим, что операция (12) не является 
коммутативной:

 A C A B B C( , ),M M M→ → →≠  (13)

Можно представить (10) как суперпозицию 
отображений:

 A C A B B C.M M M→ → →= �  (14)

Используя полученные равенства (11), (12) 
и (14) в третьем разделе статьи мы сводим про-
цедуру представления искомого отображения 
к манипулированию символами области опре-
деления и области значения функций (симво-
лами до и после стрелки).

На рис. 2 представлена иллюстрация при-
менения формул к простому одномерному 
примеру. 

MAC получена по формуле (11). При этом 
такой же компактной записи (аналога выра-
жения (14)) для получения OFAC из OFAB 
и OFBC не существует, что показывает пре-
имущество использования отображений пе-
ред использованием оптического потока для 
композиции оптических потоков. Также за-
метим, что, если поменять местами порядок 
применения отображений в (11), то получим 
отображение M0 = MAB[MBC] = (1, 2, 0), 
что приведёт к преобразованному изображе-
нию (c, a, b)), которое отличается от искомого 
изображения С. Это демонстрирует некомму-
тативность операции.

3. ПРЕОБРАЗОВАНИЕ СИСТЕМЫ 
КООРДИНАТ ДЛЯ РАСЧЁТА ОПТИЧЕСКОГО 
ПОТОКА С ИСПОЛЬЗОВАНИЕМ 
УРАВНЕНИЙ ОПТИЧЕСКИХ ДИСТОРСИЙ

Пусть в системе с двумя жёстко закреплённы-
ми друг относительно друга камерами (или 
двумя объективами) восстановлены внешние и 
внутренние параметры камер. К внешним па-
раметрам относятся положение и ориентация 
камер относительно друг друга, ко внутренним 
параметрам относятся фокусные расстояния, 
координата точки пересечения оптической оси 
с матрицей, а также параметры дисторсий.

Ректификацией называется процесс вырав-
нивания эпиполярных линий за счёт исполь-
зования внутренних и внешних параметров 
камер: дисторсии корректируются, а с исполь-
зованием внешних параметров рассчитывают-
ся матрицы проективного преобразования, ко-
торые применяются к двум изображениям. 
Иллюстрация приведена на рис. 3. Внутренние 
и внешние параметры могут быть восстанов-
лены в процессе калибровки.

Рассмотрим четыре изображения и три ото-
бражения:

1. S1 — первое исходное изображение, 
S2 — второе исходное изображение. R1, R2 — 
ректифицированные изображения (S1 и S2 
после ректификации).

2. MR1R2(x) = x + OFR1R2, x  , где 
OFR1R2 — оптический поток, вычисляемый 
по кадрам R1 и R2. 

3. MR2S2 — отображение, соответствую-
щее процедуре ректификации первого кадра.

b c b a c b c a

a b ca b c

2 0 1

–2 –1 –1

0 2 1

0 1 –1

1 0 2

1 –1 0

A B C

a

OFA B OFВ С OFA С

МA B МВ С МA С

B[MA B(x)] С[MA С(x)]

Рис. 2. Иллюстрация преобразования изображения 
с помощью оптического потока. А, В, С — 
изображения, оптический поток рассчитывается 

только в направлении оси X

Fig. 2. An illustration of image conversion using 
optical flow. A, B, C — images, optical flow is 

calculated only in the direction of the X axis
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4. MR1S1 — отображение, соответствую-
щее процедуре ректификации второго кадра.

Используя эти отображения, мы хотим вы-
числить MS1S2, чтобы с помощью него пере-
вести S2 в систему координат S1.

3.1. Решение 
Используя (12), мы можем расширить урав-
нение, зная окончательную область определе-
ния и желаемое отображение:

 [ ]S1 S2 S2 S1? ?( ) ( ) ,M M M→ → →=x x  (15)

где символ ‘?’ означает, что должна быть 
какая-то другая система координат, связыва-
ющая две исходные системы координат. У нас  
есть MR2S2 и мы можем использовать его 
следующим образом:

 [ ]S1 S2 R2 S2 S1 R2( ) ( ) .M M M→ → →=x x  (16)

Повторим процедуру, заменив MS1R2, 

 
[ ]

S1 R1

R2 S2 R1 R2 S1 R1

( )

( ) .

M

M M M
→

→ → →

=
⎡ ⎤= ⎣ ⎦

x

x
 (17)

У нас нет MS1R1, поскольку восстанавли-
вается преобразование, корректирующее опти-
ческие дисторсии, а не обратное к нему. Тем не 
менее, мы можем получить его из MR1S1 ана-
литически или приближенно (в зависимости 
от того, как задаются дисторсии):

 1
S1 R1 R1 S1.M M−

→ →≈  (18)

Тогда окончательное уравнение будет

 
S1 R1

1
R2 S2 R1 R2 R1 S1

( )

( ) .

M

M M M

→

−
→ → →

=
⎡ ⎤⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦

x

x
 (19)

Мы можем использовать сокращённую 
запись (7)

 ( )( )
S1 S2

1
R2 S2 R1 R2 R1 S1, , .

M

M M M 

→

−
→ → →

=

=
 (20)

Таким образом, мы получили искомое ото-
бражение. 

Можно показать, что для уравнения (20) вы-
полняется ассоциативное свойство — преобра-
зования можно производить в другом порядке.

Полученное преобразование MR1S1 при-
менимо непосредственно к исходному изобра-
жению, что позволяет избежать промежуточ-
ных ректифицированных изображений, кото-
рые снижают резкость изображений (рис. 1).

При этом, однако, заметим, что MS1S2 
также, как и изображение, описывается ма-
трицей (определяется на N2), а, следовательно, 
для вычисления по формуле (20) также потре-
буется использование интерполяции. Однако 
в этом случае:

1. В отличие от изображений значения ото-
бражения определяются на R2, а, значит, при 

Левая камера Правая камера

(а)

(б)

(в)

(г)

Рис. 3. Стерео-ректификация на примере шахматной 
доски. (а) Исходные изображения, (б) устранение 
дисторсии, (в) проективное преобразование для 
выравнивания эпиополярных линий, (г) результат 

после обрезания нужного фрагмента

Fig. 3. Stereo-rectification using the example of 
a chessboard. (a) Original images, (б) elimination 
of distortion, (в) projective transformation to align 
epiopolar lines, (г) result after cropping the desired 

fragment
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преобразовании может быть сохранено боль-
ше информации.

2. Можно использовать аналитические фор-
мулы преобразований дисторсий. Например, 
одним из популярных способов является опи-
сание в виде комбинации радиальных и тан-
генциальных дисторсий [25].

За счёт этого обеспечивается повышение 
резкости полученного изображения.

4. ЭКСПЕРИМЕНТАЛЬНАЯ ПРОВЕРКА
Снижение размытия изображения при исполь-
зовании предлагаемого подхода может быть 
визуально заметно, если алгоритм оптическо-
го потока работает достаточно точно. В связи 
с этим, для демонстрации преимуществ пред-
лагаемого подхода мы используем синтетиче-
ские данные, что позволяет нам абстрагиро-
ваться от ошибок оптического потока, низкой 
точности процедуры ректификации и кали-
бровки.

Для простоты будем полагать, что
– стереокамера является идеально кали-

брованной по положению и ориентации камер 
(не требуется выполнения проективного пре-
образования одного из кадров);

– дисторсии объектива 1 ограничиваются 
радиальными, на объективе R2 дисторсии от-
сутствуют (MS2R2 является тождественным 
отображением), значит R2 = S2;

– поле движения является равномерным по 
всему кадру.

Заметим, что ослабление данных ограни-
чений требует использования более сложных 
преобразований MR2S2, MR1R2 и MR1S1, 
но не меняет необходимости делать интерпо-
ляцию даже большее количество раз, поэтому 
при полном восстановлении изображения сте-
пень размытия традиционного метода будет 
даже усилена.

Для синтеза искажённых дисторсиями изо-
бражений с помощью метода обратного про-
ецирования нам требуется знать формулы пре-
образования искажённых координат в восста-
новленные. Кроме того, согласно выражению 
(20) для применения разработанного подхода 
необходимо знать функцию для «деректифика-
ции» изображения MR1S1

–1 и предпочтитель-
но, чтобы эта функция была аналитической, 
поэтому предварительно рассмотрим частный 
случай получения обратного преобразования.

4.1. Инвертирование радиальных дисторсий
Двумя основными видами искажений являют-
ся радиальные и тангенциальные искажения. 
Для их моделирования наиболее часто исполь-
зуется следующая система уравнений для на-
хождения искажённых точек изображения:
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 (21)

где xd, yd — координаты положения точки на 
искажённом изображении, xc, yc — координа-
ты для неискажённой точки, k1, k2 — коэф-
фициенты радиальной дисторсии, p1, p2 — ко-
эффициенты тангенциальной дисторсии, r — 
Евклидово расстояние между точкой иска-
жённого изображения и центром искажения.

Из этой системы уравнений можно выра-
зить коэффициенты xc, yc (неискаженного 
местоположения пиксела) для получения мо-
дели обратного преобразования. Для просто-
ты возьмем случай, когда все коэффициенты 
искажения равны нулю, кроме k1, который 
равен 0,2 (то есть на изображении будет при-
сутствовать только радиальные дисторсии).

Для вывода формул мы воспользовались 
возможностями символьного вывода Matlab и 
получили следующие выражения:
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(22)

Для проверки корректности выведенной 
формулы на изображение шахматной доски 
были наложены, а затем скомпенсированы 
радиальные дисторсии с заданными коэффи-
циентами (0,2, 0, 0, 0).

На рис. 4 представлены изображения с ра-
диальными дисторсиями и изображение с уст-
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ранёнными искажениями с использованием 
этой формулы и метода обратного проециро-
вания.

Как видно из рис. 4а и 4в, скомпенсиро-
ванное изображение получилось достаточно 
точным, что подтверждает корректность вы-
веденных формул.

4.2. Генерация данных 
Для демонстрации положительного эффекта 
от применения предложенного метода были 
сгенерированы искусственные данные. Для 
того, чтобы они содержали эталон, с которым 
можно было бы сравнивать результаты рабо-
ты двух методов, генерация данных выполня-
лась в высоком разрешении, а сравниваемые 
методы работали с пониженным разрешени-
ем. Для получения исходных данных S1 и S2 
были проделаны следующие шаги:

1. Изображение шахматной доски размером 
36003600 (без дисторсий) было принято за ис-
ходное изображение высокого разрешения S2H. 
При этом S2H = R2H, т.к. мы исходим из того, 
что на втором изображении дисторсий нет. 

2. Оптический поток OFR1R2
H был при-

нят за равномерное поле сдвигов (4 пиксела по 
каждой из осей). С помощью сдвига каждого 
пиксела изображения R2H на 4 пиксела было 
получено изображение R1H.

3. Изображение S1H было получено нало-
жением дисторсий на R1H.

4. Исходные данные для работы алгорит-
мов S1, S2, OFR1R2 были получены умень-
шением изображений S1H, S2H и поля движе-
ний OFR1R2

H
 в 8 раз.

Такая процедура позволяет сгенерировать 
данные, которые получатся при съёмке на 
стереокамеру (с ограничениями, описанными 
выше) при, например, съёмке плоского объек-
та, располагающегося перпендикулярно опти-
ческой оси при наличии смещения камер по 
двум направлениям одновременно. Примеры 
сгенерированных эталонных изображений 
представлены на рис. 5.

4.3. Сравнение предложенного 
и основного метода 
При использовании традиционного метода, 
чтобы получить первый кадр (изображение 
S1), нужно с помощью оптического потока 
получить из S2 изображение R1, а затем вос-
становить искомый кадр S2 наложением дис-
торсий. При этом, при каждом переводе в не-
сколько промежуточных систем координат 

(а) (б) (в)

Рис. 5. Примеры сгенерированных данных. 
(а) Изображение S2, (б) изображение S1

Fig. 5. Examples of generated data. (a) Image S2, 
(б) image S1

Рис. 4. Использование выведенной формулы для проверки её корректности. (а) Исходное изображение, 
(б) полученное с помощью формул (22) искажённое изображение, (в) изображение с скомпенсированными 

искажениями, полученное с помощью формулы (21)

Fig. 4. Using the derived formula to check its correctness. (a) Original image, (б) distorted image obtained 
using the formulas (22), (в) image with compensated distortions obtained using the formula (21)

(а) (б)
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применяется билинейная интерполяция, тем 
самым изображение сглаживается 2 раза (в слу-
чае наличия дисторсий на изображении S2 это 
происходило бы три раза) и становится размы-
тым. Предлагаемое преобразование позволяет 
избежать создания промежуточных изобра-
жений, которые снижают итоговую резкость. 
Сравнение полученных изображений S1 с по-
мощью двух подходов представлено на рис. 6.

Из рис. 6 видно, что изображение, получен-
ное с помощью предложенного подхода, более 
резкое, чем при применении традиционного 
метода.

ЗАКЛЮЧЕНИЕ
В данной работе была рассмотрена задача по-
лучения единого преобразования для совме-
щения снимков, снятых с разных ракурсов 
при наличии дисторсии объективов. Для этого 
получено выражение, представляющее собой 
суперпозицию нескольких геометрических 
преобразований, связанных с искажениями, 
вызванными дисторсиями двух объективов, 
а также матрицы отождествлений пикселов, 
полученной по ректифицированным сним-
кам. Показано, что более удобными для ис-
пользования в данной задаче являются пре-

Рис. 6. Левый верхний угол полученного изображения S1. (а) Эталонное изображение, (б) полученное 
изображение с помощью исходного подхода, (в) полученное изображение с помощью предложенного 

подхода

Fig. 6. The upper left corner of the resulting image S1. (a) Reference image, (б) image obtained using the 
original approach, (в) image obtained using the proposed approach

(а) (б) (в)

образования, описываемые не оптическим по-
током, а матрицей отображения. Выведено 
выражение (20), которое связывает системы 
координат двух снимков непосредственно. 

Проведена экспериментальная проверка 
разработанного подхода, которая подтверж-
дает визуальное превосходство изображений, 
полученных с помощью предложенного под-
хода, по сравнению с изображениями, полу-
ченными традиционным методом.

Особенностью предложенного подхода яв-
ляется возможность «встраивания» уравне-
ний дисторсии в матрицу, описывающую оп-
тический поток ректифицированных сним-
ков, что позволяет повысить качество изобра-
жения после перевода в систему координат 
второго кадра. Это достигается за счёт отказа 
от последовательного перевода в несколько 
промежуточных систем координат, которые 
связаны с применением билинейной интерпо-
ляции и, следовательно, сглаживанием изо-
бражения. 

Разработанный метод может быть приме-
нён в оптико-электронных системах с несколь-
кими объективами в задачах, требующих, 
например, улучшения изображения широко-
угольной камеры с помощью изображения уз-
копольного объектива.
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