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AnHoTanusg

IIpenmert uccaenoBanud. Bulau paccMOTPEHBI METOBI AYyTMEeHTAIIUY N300pasKeHU i BUANMOTO CIIeK-
Tpa B 3ajauax KJacCU(PUKAIIUU TEeIJIOBU3NMOHHBIX m3obpakenuii. Ileas padoTsl. VcecaemoBaTh CIoco-
ObI IMOBBIIIIEHUS 0000IAOIIell CIIOCOOHOCTH HEMPOHHBIX CeTell, O0yUeHHBbIX Ha M300pakeHUsIX BUIU-
MOTO CIIEKTPA, AJIs Pacllo3HAaBaHUSA TEIJIOBUSUMOHHBIX n3obpakenuii. Meroxa. CyiecTByroliire Habophl
TEIJIOBU3NOHHBIX M300PAKEeHNI MMEIOT OIPAHMUYEHHLIN pasMep, W IJId HOJAYUYEHHS TAKUX JaHHBIX
TpebyeTcsa moporocrosdiiee obopyaoBaHue. B To ke BpeMs, KaacCu(PUKATOPHI, 00yUeHHbIe HA JaHHBIX
BUINMOTO CIIEKTPAa, MTOKA3hIBAIOT HU3KYIO TOUHOCTh KJIACCU(PUKAIINY Ha JAHHBIX APYTUX ONMTUYECKUX
nmana3oHoB. CyIecTBYIOT pa3JIUYHbIE METOJbI 00OoTallleHna HAa0OPOB TEIJIOBUBMOHHBIX JAHHBIX IJIs
pellleHusi 3aJayyd PaclIO3HABAHUS O0BEKTOB, HAIIPUMED, C HCIOJb30BAaHUEM CHUHTE3WPOBAHHBIX H30-
OpaskeHUil, OTHAKO, TaKKe MOJXO0AbI TPEOYIOT UCIIOJIb30BAHUA TEILJIOBU3UOHHBIX M300pasKeHU B TOM
WM WHOM (popMe, UTO HaKJaALIBAeT OT'pAaHMUYEHNE HA BO3MOXKHOCTH WX IpUMeHeHUs. Mexxay Tem,
CYII[ECTBYIOT XyZOKE€CTBEHHBIE METOABI MOAEJINPOBAHNUA CIIeH JajlbHell nH(GPaKPaCHON 00JIaCTH CIeK-
Tpa HAa OCHOBe M300paKeHUI BUAUMOTO CIIEKTPA, C ITOMOIIBI0 KOTOPHIX BU3YaJIbHOE CXOJCTBO JOCTM-
raeTcs, HaIpUMep, 3a CUET KOPPEKIINM KOHTPAcTa M Ipeodpa3oBaHUs 3HAUYEHUI IIBETOBBIX KAaHAJIOB.
Hawmu 6b1sI IpeaIosKeH U UCCae0BAH MEeTO/ IPeIBapuTeIbHOr0 IIpeodpasoBaHuA N300paKe i, YTOOBI
OIPeJIeIUTh, CIIOCOOHA I HeHpOHHAs CeTh M3BJEeKaTh M3 MOAUMDUIIMPOBAHHBIX M300paKeHUN BULU-
MOTO CIeKTpa MPU3HAKHU, JOCTATOUHBIE IJis 0000IIeHNs Ha TeIJIOBU3NOHHBIe naHHble. OCHOBHBIE pe-
3yabpTaThl. Biaarogapsa mogo0paHHOMY METOAY ayIrMEeHTAI[MY U ITOATOTOBKY JaHHBIX BUAUMOI0 CIIEKTPA,
YPOBEHB OMINOOK Kiaccupuramuu cokparuicsa ¢ 17% mo 6% . Ilpaktuueckas sHaunmocTthb. Haire mc-
cJIeJoBaHUE MTOKA3bIBAET, UTO MPEJJIOKEHHBIN MeTOJ O0yUeHMs IIO3BOJIUJI HOBBICUTH TOUHOCTH KJIac-
cuUKaIUY TEILJIOBU3NOHHBIX JaHHBIX 063 NCI0JIb30BAHUSA N300PaAKEeHUH COOTBETCTBYIOIIEro CIIeKTPa
B oOyuartoireit Bbioopke. Taxkoil moaxo MOKeT ObITh UCII0JIb30BaH KaK MeTOo 00oTallleHns JaHHBIX, Ha-
IpUMep, eCJIM UMEeIOINecs PeCcyPChl I/ MOJYyUeHN TeIJIOBU3NOHHBIX JaHHBIX OTPAHNYEHBI.

KaroueBrie ciaoBa: KjiacCu(MUKAIMA TEIJIOBU3NMOHHBIX M300pasKeHMil, METOABI ayrMeHTAIlluN JaH-
HBIX, TEILJIOBU3MOHHBINA NH(PAKPACHBIN AUAIa30H, 00yUueHe HeIiPOHHBIX ceTeil
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Abstract

Subject of the study. Methods of visible spectrum images augmentation in the tasks of thermal
images classification were considered. The aim of the study is to investigate the ways to improve
the generalization ability of neural networks trained on visible spectrum images to recognize the
thermal images. Method. Existing sets of the thermal images have limited size, and obtaining such
data requires expensive equipment. At the same time, the classifiers trained on visible spectrum
data show low classification accuracy on data of different optical spectra. There are various methods
of enriching the thermal datasets to solve the problem of object recognition, for example, the use
of synthesized images, however these approaches require the use of thermal images in this or that
form, which imposes restriction on the possibilities of their application. Meanwhile, there are artistic
methods of modeling far-infrared scenes based on visible spectrum images that allow to achieve visual
similarity, for example, by means of contrast correction and transformation of color channel values.
We have proposed and investigated a preliminary image transformation method to determine whether
the classifying neural network is capable of extracting features from modified visible spectrum images
sufficient to generalize to thermal data. Main results. Owing to the developed method of augmentation
and preparation of the visible spectrum data, the level of classification errors was reduced from
17% to 6% . Practical Significance. Our study shows that the proposed method of training made it
possible to improve the classification accuracy of the thermal imaging data without using the images
of the appropriate spectrum in the training sample. This approach can be used as a method of data
enrichment, for example, if the available resources for obtaining thermal imagery data are limited.

Keywords: thermal image classification, data augmentation methods, thermal infrared images,
neural network training
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BBEOEHUE

B umccremoBaHuaX, CBSIBAHHBIX C TEIIJIOBU3WOH-
weiMu (nasnee TIIB) nsobpaskeHUsAMMU, OUEHDb aK-
TYyaJIbHbI NEHM II€PEHCIIOJIb3OBAHUA 1 aJallTallu
maHHBIX Bugumoro (majee TB) cmekTpa ¢ 1meabio

oborarresns HabOpoB JaHHBIX TEIJOBU3MOHHBIX
nsobpaxkenuii. CyIecTByIOIe B OTKPLITOM JO-
cTyIle 0a3bl JaHHBIX C MOIAapPHBIMU (hoTorpadums-
MY BUIWMOTO U TeIJIOBU3MOHHOT'O CIIEKTPa orpa-
HUYeHBI B pasmepax [1, 2—5], mma mosydeHmsa
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TaKUX JaHHBIX TPeOyeTCs JOPOTOCTOAIIee 000py-
moBaHue [2, 4], ¥ Ipu 5TOM OHU He JIUIIIEHBI Hel0-
CTaTKOB (HU3KasA KOHTPACTHOCTh W 3ePHUCTOCTDH
Ha TeIJIOBUBMOHHBIX M300PaKeHUAX, BCIILIIII-
KU, IITyMBbI, Pa3MbITHE Ha M300paKeHuIX BUIU-
moro crexrpa [1, 6, 7]). [Ipu aTom n3BecTHO, UTO
KJIaccu(pUKaTOPbl, 00yUeHHbIe HA TaHHBIX BUIU-
MOTO CIIEKTPAa, JEMOHCTPUPYIOT HUBKYIO TOUHOCTh
KJaccu(uKanumy Ha JaHHBIX, 3aPErUCTPUPOBAH-
HBIX B WHOM ONTHYECKOM OuAlla3oHe, HaIPU-
Mep, B OsmikHEM MH(ppPaKpacHoM ciekTpe [6, 8].
B mammoM mcciemoBaHMM MBI PACCMOTPHUM ITPO-
O0seMbI KOH(MUTypanuu 1 MoguuKamum odyda-
IOIled BBIOOPKU, COCTOSAINEH M3 M300paKeHU’M
BUAMMOrO CIIEKTPA [IJis PeIleHus 3amauu KJac-
cu(UKAIIUY TeIJIOBU3MOHHBIX W300paKeHui,
MeTO/bI ay'MeHTaI[MHU [JIs IOBLIIIIeHN A KauecTBa
pacriosHaBaHUS.

Cy1iecTBYIOT pas3jidUYHBIE METOABLI oOorarie-
HUS HaOOPOB TEIJIOBU3HMOHHBIX JAaHHBIX IJIA Pe-
IIIeHU 3aa4 PacIo3HaBaHUA 00bEKTOB, HAIIPHU-
Mep, 3a CuéT m300paskeHuli, CHHTe3UPOBAHHbBIX
C TIOMOIIIbIO T€HEePATUBHBIX COCTA3aTEeJIbHBIX Ce-
Tett [7—9], 1 ¢ TOMOIIbIO APXUTEKTYPHI KOIMUPOB-
UK /IeKOOUPOBIITUK, 00yuaeMoli ¢ UCIOJIb30Ba-
HUeM omrubKy pekoHcTpykiuu [10—-12, 14]. Ilpu
9TOM, AJIA HOCTUKEHUS BBICOKOI JOCTOBEPHOCTH
MOJIYUYeHHBIX AAHHBIX TPeOyIOTCA mapbl m3o0pa-
JKeHU, CHATHIX B BUAUMOM 1 HH(pPaKPaCHOM I1-
amnasoHax (MHOTZA He UAEHTUYHBIX IO COAepsKa-
Huto ciensl [9]). Tak:ke nmpeacraBieHbl PabOTHI,
HCCJIeIYIONNE BO3MOKHOCTY PAacIo3HABAHUA Te-
IIJIOBUBUOHHBIX N300pasKeHN Ha OCHOBE IIePEHO-
ca npusHakoB (transfer learning) [12, 13] (ceTs,
o0yueHHAas Ha BUAMMOM CIIEKTpPe, II0JICTParuBaeT-
ca k TIIB garabIM). [l Bcex mpeacTaBIeHHBIX
TIOIXOIOB TpebyeTcs MCIOJIb30BAHE TeIIJIOBU3H-
OHHBIX M300paKeHuil B TOM UJIU UHOM BUJE, UTO
HaKJIaAbIBaeT OrpaHUUeHe Ha BOBMOKHOCTHY UX
WCIIOJIb30BaHUA. IIpy 5TOM CYIIECTBYIOT XY[IO-
JKeCTBEeHHbIe TeXHUKU 0 MOAEJINPOBAHUIO M30-
OpaskeHUIl OJMIKHEro MHMPPAKPACHOTO CBeTa Ha
OCHOBe M300pa’KeHUIl BUIMMOTO CIIEKTPa, C KO-
TOPBLIMHU 34 CUET KOPPEKTHUPOBKU KOHTPACTHOCTU
¥ IpeoOpa3oBaHU 3HAUEHUH IIBETOBLIX KAHAJIOB
mocturaercsa Bugumoe cxoncetso [15]. Takwue me-
TOIBI MOKHO HCIOJIB30BAaTh B KauecTBe ayrMeH-
Tanuy TaHHbIX [16].

ITennio HaIIEH pabOTHI OBITIO MCCIEIOBATD CIIO-
COOBI IIOBBIIIIEHISI O0OOIIAIOINEll CII0COOHOCTH
HEIPOHHBIX ceTell, 00YUeHHbBIX Ha N300PaKeHUIX
BUAMMOrO CIIEKTPA, [IJIs PACIO3HABAHUS TeILJIO-

BUBUOHHBIX M300paskeHuii. B wvacTHOCTHU, MBI 1C-
CJIeZIOBAJIV BOIIPOCHI MCIIOJIb30BAHUA IIBETOBOM U
TeoOMeTPUYECKON ayrMeHTaI[NY, & TAaKKe 0COOeH-
HOCTHU (hOPMUPOBAHUS 00yUaIoIIeil BLIOOPKH.

1. BA3bl OAHHbIX, COOEPXXALLUUE
TEMNTOBU3NOHHbBIE N3OBPAXXEHNA

B 1011 paboTe MbI pemIinan CKOHIIEHTPUPOBAThCSA
Ha 3ajave KJjaccupuramuu m300pasKeHuit, ImMo-
CKOJIbKY OHA ABJIeTCsA HanboJjiee NCCIeI0BaHHOM
¥ YCTOSABIIENCsSa 00JIacThbiO0 IIPUMEHEeH!sT HeHPOH-
HBIX ceTel IIy0oKoro obyuenus. VIsBecTHO, UTO
HeHpOHHBIE CeTU IIPU HAJUYUU JOCTATOUHOM 00-
yuarolieil BLIOOPKY MOTYT ObITh KpaiiHe addex-
TUBHBIMHY ITPU PelIeHUU 9TOH 3amaun [14].

Hna mnpoBemeHUsA SKCIEPUMEHTOB TpeboBa-
JIOCh HAWTU TaKol HaOOp JaHHBIX, KOTOPBIHA Oy-
JIeT COOTBETCTBOBATH CJAEAYIOIINM IIapaMeTpaM:

1. Baza maHHBIX BKJIIOYAET TEIJIOBU3UOHHBIE
n300pasKeHnsa 1 M300paKeHUsI BUANMOIO CIIEK-
Tpa C OAWHAKOBBIMHU KJIacCaMW, PaspelleHueM
n300paKeHnil, KOJIUYEeCTBOM OOBEKTOB B BBI-
OopKax;

2. Baza gaHHBIX OyAeT IpUroaHA IJA 3aJauu
KJIaccu(PpUKaIIT U300paKeHnii.

ITo pesyabTaTam mOMCKAa MbI BBIACIUIN UEThI-
pe 6aswl faHHBIX (Tabauia 1).

Thermal Image dataset for object classifica-
tion [3] BKIIOUaAeT B cebs 6osiee ceMU THICAY U30-
OpasKeHui, CHATHIX Ha IBe PA3INYHbIE TeILJIOBU3U-
OHHEIEe KaMepbl. CHUMKY ITOfeJIeHbI Ha TPU KJacca:
«caty, «car», «man». IIpumep TaKOro CHUMKa U30-
Opax€u Ha puc. la.

Hab6op mamueix Chips Thermal Face [4] comep-
KuUT Oosiee 1200 TemIOBU3MOHHBIX H300pasKe-
HUA MYKUYUH U JKEHIITUH C TPEX PA3HBIX KOHTU-
HEHTOB, Bo3pacToM oT 18 mo 23 set. ToT HabOP
MTaHHBIX IIpefHa3HAUeH OJIA CO3TAHUS TOUHON
TEILJIOBOH KJIAacCU(PUKAIIUU JIUIT U CUCTEM TeILJIO-
BOT'O pACIIO3HABaHUsA Jiuil. VI3 ommcaHUs cJje-
IyeT, YTO CHUMKHU OBILJIM CIeJIaHbl B PA3HBIX yC-
JIOBUSIX — pasjnYHbIEe JOKAIuu (IoM, YJIHIIA),
pAIOM ¢ O0BbEKTaMM C BBICOKOU TeMIIepaTypOi
(baTapeu, KyXoHHAs TeXHUKA) uiau 6e3 HUX, Ha
PasHBIX PACCTOIHUAX OT KaMephbl, K Ka'KIOMy
CIIeHApUI0 ITPUMEHSAJOCH 9 Pas3IMYHBIX ITBETO-
BBIX PEKUMOB, YUACTHUKU MOIJIU OBITH B aKcec-
cyapax uiu 6e3 HUX, B I'PYIIIe UV TOOAUHOYKE,
a TaksKe ¢ IIOBOPOTOM T'OJIOBBHI JIMIIOM K Kamepe
Ha pasHbIll IuamnasoH IpaycoB (IpuMep CHUMKA
Ha puc. 10).
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Ta6nuua 1. Habopbl AaHHbIX C TEMMOBU3VNOHHBIMI N306paXKeHNSIMI
Table 1. Datasets with thermal images

Hanuumne usodpaskeHui IIpennasHauenue HaGopa KoauuecTBo
Ne Hassanue 6a3bI JaHHBIX .
BHIMMOIO CIIEKTPA JaHHBIX H300paKeHnin
1 Thern}al Imagg d.ata.set Her B HamMunn Knaccupukraiusa 00 beKTOB 7428
for object classification
2  Chips Thermal Face Dataset Her B Hannuun Pacnosuasanue Jimir Bosee 1200
3 Teledyne FLIR Free ADAS
Thermal Dataset v2 Ectb B Hamnuum Ob6Hapy:xeH1e 00 BEKTOB 26442
4 Pitch-In LBAM Thermal Het B HamMunn Kaaccupuranua He yxasamo

Imaging Dataset

(6)

(m)

Puc. 1. IIpumeps! a5 paccMaTpuBaeMbIXx HabopoB ganubIX. Habop ganusix Thermal Image dataset for object
classification (a); ma6op mamabix Chips Thermal Face (6); npumep m3o0paskeHUs BUANMOIO CIIeKTpa Habopa
marHbIx FLIR ADAS Thermal Dataset v2 (B); mpumep TemJIOBM3MOHHOTO M300paskKeHUsa Habopa JaHHBIX
FLIR ADAS Thermal Dataset v2 (r); mpumep TemioBu3uoHHOT0 n3dobpaskenus Habopa Pitch-In LBAM Thermal
Imaging (x)
Fig. 1. Examples for the considered datasets. (a) Thermal Image dataset for object classification; (6) Chips
Thermal Face dataset; (8) example of visible image of FLIR ADAS Thermal Dataset v2; (r) example of thermal
image of FLIR ADAS Thermal Dataset v2; (1) example of thermal image of Pitch-In LBAM Thermal Imaging
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FLIR ADAS Thermal Dataset v2 BKJouaer
B ce0s IOJHOCTBIO PasMeUeHHbIe KaAphbl TEILIO-
BUBMOHHOI'O ¥ BUAMMOIO CIEKTPa, IpeIHasHaAUeH-
Hble OJdA 3amauu Oo0Hapy:KeHusa o0BHeKToB [2].
B sT0i1 6asze faHHBIX COmepsKaTCs JHEBHbIE, HOU-
Hble CHUMKHU ¥ CHUMKH B YCJIOBUSIX CyMepeK,/pac-
cBeTa. /1y TEMJIOBUBMOHHOUN BBIOOPKU ITPEIJIO-
sKeHo 16 KjaaccoB, AJis BRIOOPKM BUAMMOIO CIIEK-
pa — 14. Ilpumepsl m300pasKeHUll BUIUMOIO
W TeIJIOBU3MOHHOTO CIIEKTpa IpeaCTaBJICHBLI Ha
puc. 1B u 1r.

Pitch-In LBAM Thermal Imaging Dataset
[6] — Habop maHHBIX M 3aJauu OOHAPY KEHUA
medexTo Ha mammuHe LBAM (i1asepHoe agmu-
TUBHOE IIPOM3BOACTBO). Ilpumep ms3o0pa:KeHUS
u3 0asbl gamHbIX Pitch-In LBAM npusenéu Ha
puc. 1.

Ha Hamiero mcciiefoBaHUS IIOMHUMO O0JIb-
1100 pasMepa 6a3bl JAHHBIX IPEAIOYTHUTEILHO,
YTOOBI M300PaAKEeHUA UMEeJIU CX0K e CIIeHbI, CXO0-
JKee KOJIMUECTBO M KaueCTBO O0'BEKTOB AJIA ABYX
BBIOOPOK. Mcxomsa n3 9TUX KPUTEPUeB, O dKC-
nepumenTa 0611 BeiOpanm FLIR ADAS Thermal
Dataset v2, nys KoToporo chbéMKa IIPOBOAUIACE
ONHOBPEMEHHO Ha MOBa THIIa Kamep. B cBA3u
C 9TUM, N300parkeHnsa B NH(PPAKPACHOM CIIEKTPE
Y B BUAMMOM CIIEKTPE B HEM CXOXKU, KaTEropuu
COBIIAIAIOT, a IPO6JIeMY IPUMEHeHUA n300pasKe-
HUU OJid 3aJaun KJaacCu(puKaIum, a He o0Hapy-
JKeHUs 00'beKTOB, MOYKHO PEIUTH IIYTEM BBIJE-
JIEHUS U BbIpe3aHusd 1300pakeHuil 00'beKTOB 13
MCXOMHOM 0a3bl JaHHBIX.

2. METOAbI NOAIrOTOBKHA

N AYTMEHTALUUN OAHHbIX

anst UMUTALIUU TNB N30BPAXKEHUN
Hab6op mamabix Teledyne FLIR Free ADAS
Thermal Dataset v2 [2] 6b11 TpenHasHaueH AJIsd
3ajauy OOHApPYKeHusa 00beKToB. IIpu sToM Kiac-
ChI O0'BEKTOB He ObLIN cOaJIaHCHUPOBAHBI IO YMOJI-
YAQHUIO, OITOMY OBLJIO IPUHATO PEIIeHHe KC-
II0JIb30BATh OO'BEKTHI, IIPUHAJIEKAIIE K KJac-
caM ¢ HanOOJILIINM KOJIMYEeCTBOM 00pas3IioB — 3TO
KJIacChl «person», «car», «lights, «sign». Bce-
ro 0asa JAHHBIX COIEPIKUT TPU Habopa JaHHBIX:
o0yJatoniuii (TenJIOBUBMOHHbBIE N300paKeHa —
175040, n3o0paskeHns BUAMMOIO AUAIA30HA —
169174), BaIUTATMOHHBIN (TEIJIOBU3NOHHBIE
nsobpakenus — 16696, 13o0pakeHnsa BUIUMO-
ro nuanazoHa — 16909) u TecTOBBIN (TemJIOBU-
3MOHHBIE M300pakeHua — 3749, nmzobpakeHUa
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Ta6nuuya 2. CpegHee 3HA4YeHWE BbICOTbl U LLUMPUHDI
OMUCLIBAEMOrO MPSIMOYrofibHUKa N5l ob6bekTa pns
Kaxkoom BbIOOPKIN

Table 2. The average value of the height and width of
the bounding box for the object for each sample

) o

o &= g ’F? O Y = g ﬁ
SHCES 5] N
SEESE EEEDE
HaszBanue BIGOPKHU 8 28 % @ SRS

_REER ; SRR ;ﬂ
OEZH S & OEA g g

O6yuaromuit Haoop, TB 66 74

BanuganmonHbIi

uabop, TB 65 70

OO6yuartomiuii Habop,

TIIB 28 32

BanuganuonHbIii

Habop, TIIB 28 32

Tectosrlii HaOb0p, TB 31 32

Tectossrit HaGop, TIIB 22 24

BuaAUMOro auanasoHa — 3753). B pasgene, omu-
CBIBAIOINIEM 9YKCIIEPUMEHTHI, MbI IIOKa3bIBaeM,
YTO HepeJieBaHTHAs TIeOMeTPuUecKas ayrMeH-
Tanusa KpaliHe HeraTMBHO CKAas3bIBaeTCs Ha TOU-
HOCTB pertaeMmoii 3agaun (kaaccupuramnuu TIIB
maHHbIX npu obyuennu Ha TB gamwbix). Ilpu
9TOM TeCTOBas BBEIOOPKA HOCUT KOCBEHHEBIE IIPH-
3HAKU MeOMeTPUYEeCKOr0 OTKJIOHEHU S OT BaJIUAa-
IUOHHOIT 1 00yUaloleil, YTo BUIHO 110 Ta0J. 2 —
CPeIHUI pas3Mep OIMNCBHIBAIOIINUX MIPAMOYTOJIb-
HUKOB Yy TECTOBOM BBLIOOPKU BUIMMOI'O CIIEKTPAa
3HAYUTEJHLHO OTJINYAETCS OT TECTOBOUM BHEIOOPKU
TEILJIOBU3MOHHOTO CIEKTPa, YTO He XapaKTepHO
IJIsT 00yYalolUX W BaJUAAIIMOHHBIX BBIOOPOK.
ITo sToif mpuuuHe (1 MOTOMY, UTO 00IIlee KOJIU-
YyecTBO M300paKeHUl B TeCTOBOM Habope cpas-
HUTEJHLHO HEBEJNKO) IS SKCIEPUMEHTOB W30-
OpasKeHUs TEeCTOBOUM BBIOOPKW He WCIOJb30Ba-
JUCh. B ¢BsI3U ¢ 3TUM, Jajiee MbI IIOJAPOOHO OITU-
ChIBaeM TOJIBKO OOYUAIOIUII ¥ BAJIUAAIIMOHHBIN
Ha0OPHI.

g Kasxaoro o6beKTa Kjaacca ObLI IOACUNTAH
OMMCHIBAIOIIUY TPAMOYTOJBLHUK (puc. 2). Hamee
OMMCBHIBAIOIIUYA IPAMOYTOJbHUK OBIJI YBEJIUUYEeH
0 pasMepa HaAWOOJBIEH M3 CTOPOH STOTO Ke
OIPAMOYTOJLHUKA, W 3aTe€M TaK sKe OBbLI yBeJu-
yern Ha 20% oT HOBOM ILJIOIIAAY AJIA BHEIPEHUI
JIOTIOJTHUTEJILHOTO KOHTEKCTa K OIIMCHIBAEMOMY
00BLEeKTY.
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TenoBU3MOHHBIE N300PaKeHUA 1 U300paske-
HUS BUIMMOrO CIEKTPa ObLIM OT(HUIBTPOBAHBI
10 CAEAYIONUM KPUTEPUIM:

1) O6mexThl Ha u300pasKeHWU Ha IepegHeM
nname HuueMm He 3aroposkenn (“fully visible”),
KaK B IIpuMepe Ha puc. 3;

Puc. 2. ITpumep moaroToBku Habopa JaHHBIX : YEPHAS
paMKa  mpejcTaBiseT — co0Oil  OIMCHLIBAIOIIUIA
MPAMOYTOJbHUK; 0Oejiasg paMKa — OIMCHLIBAIOIIUI
MPAMOYTOJbHUEK  yBeJUUYHMBAETCA 0  pasmepa
MaKCUMAaJbHON CTOPOHBI; KpacHas paMKa —
yBenuueHHasa Ha 20% 6Gestad pamMKa
Fig. 2. Example of data preparation: black box
represents a bounding box; white box — the
bounding box is enlarged to the size of the maximum
side; red box — the white box is enlarged by 20%

(a)

2) lmaroHa b OMUCHIBAOIIETO TPAMOYTOJILHU-
Ka IJId KaXXIOro 00'beKTa JOJIKHA ObIThL He MeHee
16 nukcesoB. [lauHbIH TapaMeTp ObLI B3AT UCXO-
I W3 CpeJHero pasMepa TaKMX OIUCHLIBAIOIINX
MIPSIMOYTOJLHUKOB, IPEACTABJIEHHBIX B TabJ. 2.
HecmoTps Ha TO, YTO MBI OEPEM OIIpeneIEHHOIO
pasmepa m3obpasKeHus, ecTh 00pasilbl, KOTOPbLIE
BHUBYaJILHO TPYAHOPACIIO3HABaeMbl (puc. 4), 1 Ta-
KM 00pas3oM, MOJIyueHHAs BbBIOOPKA SABJISETCS
JIOCTaTOYHO CJIOXKHOM.

PasmMepsl MMOJYyUYUBIINXCS BHIOOPOK TEIJIOBU-
3MOHHOTO CIIEKTPA IIPeACTaBJIeHEI B Ta0JI. 3.

Taxkyro Ke (QUIbBTPAIAI0 MBI IIPUMEHUJIN U
Iasa HaOopa m300paskeHHii BUAMMOTO CIEKTpAa,
OOHAKO, AOMOJHUTEJBHO MBI TaKyKe IIocTapa-
JIUCh YYeCTb KPUTEPUU BpPeMEeHU CHhEMKH, IIO-
CKOJIbKY HOUHBIE U300PaKeH!sA BUIUMOTO CIIEK-
Tpa CUJIbHBIM 00pPa30M OTJIMYAIOTCS OT JHEBHBIX
n300pakeHU — YacTO MPUCYTCTBYIO BCIIBIIIIKH
oT (poHapeii, aBTOMOOUIBHBIX (Pap, cBeTO(POPOB
(Traba. 4).

Harre npeamososxesnne 3aKJI0YAJIOCh B TOM,
YTO [JIA UMUATAIIUY TEIIJIOBU3NOHHBIX N300pasKe-
HU OOJIBIIIE IIOAXOAAT M300PaKeHUsT BUINMOIO
I1alasoHa, CHAThIE B JHEBHOE BpeMs (puc. 5).

Bcero MoKHO BBIZEJIUTH ABA THUIIA ayT'MeHTa-
Y — SIPKOCTHYIO 1 reoMeTpudecKyo. ITocen-
Hssd CBsA3aHA C IIPpUMEHeHNeM K M300paKeHUIo

(6)

Puc. 3. CpaBHenre CHUMKOB KJiacca “car” ¢ pasHoil crenenbio 3akpeiToctr. Huuem me 3akpsir, “fully visible” (a);
s3akpeIT Ha 70—-90% (0)

Fig. 3. Comparison of «car» class images with different degrees of occlusion. (a) Not occluded by anything,
«fully_visible»; (6) occluded by 70-90%
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(2) (6)
|
|

(8) (r)

Puc. 4. Ilpumepsl HepacmosHaBaeMbIX mu3o0pakenuii. IIpmmep wmsobpakenus: Kiaacca “light” (a); mpumep
u3o0paskeHusa KJjacca “car” (0); mpumep m3o0OpaskeHUs KJacca “person” (B); mpuMep m300paskKeHUA KJacca
({95 ”»
sign” (1)

Fig. 4. Examples of unrecognized images. (a) Example of an image of the class «light»; (6) example of an image
of the class «car»; (B) example of an image of the class «person»; (r) example of an image of the class «sign»

Ta6nuua 3. KonnyecTso TEMOBU3NOHHbBIX N306paXeHnin B Habopax AaHHbIX, UCMOMb30BaHHbIX B 9KCMEPUMEHTaxX
Table 3. Number of thermal images in the datasets used in the experiments

ITosHbIil HA00P JAHHBIX

ITocae puasTpanun

Hms kaacca Ooyuaromasa BamupgammonHasa Oo6yuaronias BaaugamuonHasa
BBIOOPKA BBIOOPKA BBIOOPKA BBIOOPKA
person 50478 4470 22569 1987
car 73623 7133 21153 2789
light 16198 2005 8149 943
sign 20770 2472 9230 1222

Ta6nuua 4. V1306pa>keHnsi 06bEKTOB B BUAVMOM CMNEKTPE nocne hunstpauum

Table 4. Images of objects in the visible spectrum after filtering

IonubIit
HA00p TaHHBIX
(BRIrOUAIONINI 00PA3IBI deHn Cymepku u paccBert Hous
NUmsa | 0€3 aHHOTAIMM BpeMeHHU
KJIacca CYTOK)
Oo0yua- Baaunma- O06yua- Banunga- O0yua- Baaunma- Ooyua- Baannma-
omas IIMOHHA omas IIMOHHAA omas IMOHHA S oA st IMOHHAA
BBIOOpKA BBIOOpPKA | BBIOOpPKa | BBHIOOpPKa | BHIOOpPKAa | BHIOOpPKAa | BHIOOPKA | BBIOOpPKA
person 35007 3223 1143 1135 945 0 1888 1764
car 71281 7285 1458 2067 1297 0 2235 2889
light 18640 2143 6864 906 274 0 1377 1727
sign 29531 3581 1219 1708 714 1 2002 2614

KaKoro-HuOyAb IIPOCTPAHCTBEHHOI'0 IIpeobpa-
30BaHMUA, HAIIPUMED, BpallleHUs. B HacTosaIen
paboTe MBI UCXOAMIN U3 TOI'0, YTO OCHOBHBIE 0CO-
OEHHOCTH IIOATOTOBKY M ayI'MEHTAIIUU NJAHHBIX
IJIs pelleHus OAaHHOH 3amauM OOJYKHBI OBITH
CBSA3AHBI UMEHHO C APKOCTHBIMI M3MEHEHUIMMU,

Tak Kak npuHnuno noaydernus TIIB u TB usobpa-
JKEHUH ¢ TOYKU 3PEeHUA IeOMeTPUM IPOEIpoBa-
HUA JydYei Ha MaTPuUIly (DOTOIIPUEMHUKA TPaKTU-
YecKU UAeHTUYeH. B cBsa3u ¢ 9TuM, BEIOOPKU Op-
MHUPOBAJINCH TAKUM 00pa30M, UTOOBI, IT0 BO3MOK-
HOCTH, UCKJIIOUUTH Ba’KHOCTb I'€OMETPUUYECKOU
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Puc. 5. CpaBuenue n3o0parkeHnil pasHbIX CIIEKTPOB B pasHoe BpeMs CyTOK. M3o0paskeHre BUANMOTO CIIEKTPA
KJiacca “car” B HOUHOe BpeMd (a); m3obpaskeHre TeIlJIOBU3MOHHOTO CIIeKTPa KJjacca “car” B HOuHoe Bpems (0);
u3o0pasKkeHre BUINMOTO CIIeKTpa KJjacca “car” B JHeBHOe BpeMd (B); n300pakeHre TeILJIOBU3NOHHOTO CIIeKTpa
KJiacca “car” B JHeBHOe BpeMs (T); m3oOpakeHUe BUIMMOTO CIIEKTpa KJacca “person” B HOUHOe BpeMsA (I);
u300paskeHNe TeIJIOBUBMOHHOTO CIEKTPAa KJlacca “person” B HOUHOe BpeM4 (e); n300paskeHre BUJUMOTO CIIEKTPa
KJiacca “person” B JHeBHOe BpeMsd (3K); m3o0parKeHUe TEIJIOBUSMOHHOTO CIIEKTpa KJjacca “person” B AHEBHOE
Bpems (3); nsobpaskeHne BUIUMOrO clieKTpa Kiaacca “light” B Hounoe Bpemsi (1); n300paskeHre TeIJIOBU3OHHOTO
crnekTpa Kjaacca “light” B Hounoe Bpems (K); nsobparkeHne BUAUMOrO ciieKTpa KJacca “light” B nHeBHOE Bpems
(i1); m3oOpasKeHre TEIJIOBU3MOHHOTO clieKTpa Kiacca “light” B mHeBHOe Bpems (M); usobpasKkeHue BUIUMOTO
CIeKTpa KJacca “sign” B HoOuHOe BpeMs (H); n300paskeHre TeIJIOBU3MOHHOTrO CIeKTpa KJjacca “sign” B HOUHOe
BpeMs (0); m300parkeHre BUAMMOIO CIIEKTpa KJjacca “sign” B tueBHOe BpeMs (11); m300parkeHne TeIJIOBU3NOHHOTO
cIeKTpa KJjacca “sign” B mHeBHOE BpeM4d (p)

Fig. 5. Comparison of images of different spectrums at different times of the day. (a) Image of visible spectrum
of «car» class at night time; (6) image of thermal spectrum of «car» class at night time; (8) image of visible
spectrum of «car» class at day time; (r) image of thermal spectrum of «car» class at day time; (x) image of the
visible spectrum of the «person» class at night; (e) image of the thermal spectrum of the «person» class at
night; (:x) image of the visible spectrum of the «person» class at daytime; (3) image of the thermal spectrum of
the «person» class at daytime; (1) image of the visible spectrum of the «light» class at night; (k) image of the
thermal spectrum of the «light» class at night; (;1) image of the visible spectrum of the «light» class at daytime;
(m) image of the thermal spectrum of the «light» class at daytime; (&) photo of the visible spectrum of the
«sign» class at night; (o) photo of the thermal spectrum of the «sign» class at night; () photo of the visible
spectrum of the «sign» class at daytime; (p) photo of the thermal spectrum of the «sign» class at daytime
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Puc. 6. Ilpumepsr ayrmenramnuii. VsobpaskeHume BUINMOIO CIeKTpa 0e3 ayrmeHramuii (a); m3oOpaskeHue
BUIMMOTO CIIEKTPa C UCIIOJb30BaHMEM (DYHKIIMU C YBeJIMUEeHUEeM KOHTpacTHOCTH (0); n3obpakeHre BUJUMOTO
CIIEKTPAa C MUCIIOJb30BaHNEeM (PDYHKIMU C YMEHbIIIEHNEeM KOHTPACTHOCTH (B); M300paskeHne BUAUMOrO CIIEKTPa
C HCIOJIb30BaHMEM (YHKIUU yBeJMUYeHHs Pe3KOCTH ¢ Koapdumuentom og = 10,0 [19] (r); usobpasxenue
BUAMMOTrO CIIEKTPA C UCIOJb30BaHUEeM (DYHKIIMI ¢ yBeJNUeHNeM Pe3KOCTU U KOHTPACTHOCTH (); n3o0paskeHue
BHUAMMOIO CIIEKTPA C UCIIOJb30BaHMEM (DYHKIIMH yBeJudeHUs APKOCTH (e); n300paskeHue BUAMMOIO CIIEKTpa
C UCIIOJIb30BaHMeM (YHKINM WHBEPTUPOBAHUA B HETaTUBHBLIN CHUMOK (IIpuMep Ha aBTOMOOUIe 6ejoro
mBera) (3K); M300pakeHre BUAMMOIO CIIEKTPa C MCIIOJb30BaHUEeM (PYHKIIUYM WHBEPTUPOBAHUSA B HETATUBHBIN
CHUMOK (IpuMep Ha aBTOMOOMJIe YEPHOTO IBeTa) (3); mpuMep mM300paKkeHUs TeIJOBU3WOHHOTO cIieKTpa (u)

Fig. 6. Examples of augmentations. (a) image of the visible spectrum without augmentations; (6) image of the
visible spectrum using a function to increase contrast; (8) image of the visible spectrum using a function to
reduce contrast; (r) image of the visible spectrum using a function to increase sharpness with parameter
og = 10.0[19]; (1) image of the visible spectrum using functions to increase contrast and sharpness; (e) image
of the visible spectrum using functions to increase brightness; (;x) image of the visible spectrum using the
function of inversion into negative(as illustrated by a white vehicle); (3) image of the visible spectrum using
the function of inversion into negative (as illustrated by a black vehicle); (1) example of image of the thermal
imaging spectrum

ayrMeHTaIluu — BCe 00'BEKTHI MHTEPECca Paciosa-
TaJInCh TI0 IEHTPY 1300paskeHus, a n300parKeHusa
MacIITabMpPOBaJUCH K OJJHOMY pPas3Mepy.

Iajsee pacCMOTPUM CITOCOOBI TTOBBIIIIEHUS BU-
syaisbHoro cxoxctsa TB u TIIB manabIx. B Ka-
YecTBe MpuMepa JJid puc. 6 ObLIM B3ATHI 00pas-
bl OJHOTO KJiacca. Tak, Ha puc. 6a moKasaHo
OpUTMHAJBLHOE N300pasKeHne BUAUMOTO CIIEKTPa
B 4épHO-0ejioM hopMare U M300paKeHue TerJio-
BUBMOHHOTO CIIEKTPa Ha puc. 63.

Ha TtennmoBu3noHHOM u300pa’KeHUMW BUHO,
YTO T'PAHUIILI 00BEKTOB UETKNE, HET PA3MBITO-
CTH, U BBIIIIE KOHTPACT 10 CPABHEHUIO C COOTBET-
CTBYIOIIUM M300pasKeHUEM BUAVMOTO CIIEKTDPA.
Jia komneHcanuu 3TuX 3P{eKToB Ha BUIUMOM
n300pakeHuy OBILIM IIPUMEHEHBI CJIeIYIOIie
ayrmentanuu [17-19]:

1) YBesimueHMe KOHTPACTHOCTHU C ITOMOII[BIO
aunednoit kombunamuu (blending) nzobpaske-

HUS CO CMEINEHHBIM 3HAUEHWEM ero cpemHei
Apkoctu (puc. 66) B cooTBeTcTBUU C (HOPMY-
Joit (2.1) [17]:
I.(g,k)=0l(g,k)+
1
+A—0g)| =3 I(e k)+0,5, @1
nah

rae I(g, k) u I,(g, k) — ApKOCTb IUKCeJIa C KOOp-
IUHATAMU & U k MCXOMHOI'0 M KOHTPACTHOI'O U30-
OpaskeHUs COOTBETCTBEHHO, N — KOJIMUYECTBO
BCeX 9JIeMEeHTOB N300paskeHusd, o, — Koapdumu-
€HT KOHTPACTHOCT;

2) Hopmaususanus sproctu (histogram equal-
ization) [18] (puc. 6B);

3) YBeuuenme pPe3KOCTU CHUMKA, KaK IIO-
KasaHo Ha puc. 6r, Ajsd npudaBIeHNns YETKOCTU
KpasiM 00'beKTa C IIOMOIIbI0 MACKMPOBAHUS Pas-
mbITHs (Uunsharp masking) [19].
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Brixonmoe nsobpakeHne Tak:ke MOYKHO Ipe-
CTaBUTL B BUJE JUHENHON KOMOMHAIINU HCXOI-
HOI'0 M300paKeHnss 1 Pes3yabTaTa ero CBEPTKU
C U3BECTHLIM AAPOM F, criaKuBaroliuM nsobdpa-
skernue [17] (2.2):

Is(g,k):asl(g’k)+
s 8 2.2
)| S Rk, &P

L

rae I(g, k) u I4(g, k) — ApKOCTh IHUKceJa C KOOp-
IWHATAMU £ 1 k UCXOJHOTO 1 PE3KOro n3oopaske-
HHUS COOTBETCTBEHHO, S — pasMep A1pa, Og —
KO2(D(UITEHT PE3KOCTH;

4) JIuneiiHOe yBeJIMUeHHe SPKOCTH B 0Oy, pas,
Kak Ha puc. 6e [17];

5) uBepTUpOBaHME APKOCTEHN AJA mIpeodpa-
30BaHUA B HeraTuBHGBIN cHuMOK [18]. Ha puc. 6
o0pasmpel mox OykBaMu (PK) U (3) IpeaCcTaBJIEHBI
ILJIsI BU3YaJIbHOI'O CPAaBHEHUS ayrMEeHTHPOBAHHO-
ro 1300paKeH s BUAMMOrO CIIEKTPa ¢ n300paske-
HUAMU TEIIJIOBU3MOHHOI'O CIIEKTpPA.

TaxuM 00pasoM, MbI MCXOAWUM M3 TOIL'O, UTO
KOMOMHAIIUA CJAELYIOIUX IIPeoOpasoBaHUII MO-
JKeT IIPUBOAUWTHL K IIOBBIIIIEHMWIO BU3yaJIbBHOI'O
cxonctsa TB ¢ TIIB:

— yBeJIUUYeHNe APKOCTH,

— yBeJIUUYeHNe KOHTPACTA,

— WHBEPTUPOBaHUeE,

— IIOBBIIITIEHUA PE3KOCTU N300paKeHMIA.

B makerax 1A ayrMeHTAIluU U300pasKeHus
BMECTO OTHAEJbHBIX MAHUIYJIAIUN C SIPKOCTHIO
¥ KOHTPACTOM MCIIOJIB3YIOT 000OIIeHMe 5TUX

Puc. 7. IlpuMeHeHre IPOM3BOJIBHOIO M3MEHEHUSA APKOCTH U KOHTPACTHOCTU M3o0pakeHus. Kosdhduiment

U3MeHeHUs APKOCTU oy, BbIOUpaeTca ciaydaiiHeiM obpasom ot 0,6 mo 1,4 (a); KosdPUIMEHT 14 U3MEHEHUS

KOHTPACTHOCTH O, BBIOUpaeTca caydaiiusiM oopasom ot 0,6 no 1,4 (6); KoadGunmeHTH 1149 NU3MEeHeHIA APKOCTHU
¥ KOHTPACTHOCTH OJHOBPEMEHHO BhIOMpatoTeA cayuainsiMm oopasom ot 0,6 mo 1,4 (B)

Fig. 7. Application of random image brightness and contrast variation. (a) The coefficient ay, for brightness
changing is chosen randomly from 0.6 to 1.4; (6) the coefficient o, for contrast changing is chosen randomly
from 0.6 to 1.4; (8) the coefficients for brightness and contrast changing are chosen randomly from 0.6 to 1.4
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mpeo0pasoBaHUil — pPaHIOMU3HNPOBAHHBIE I[BE-
ToBble m3MeHeHUs (color jitter [16]), xoTopnie
BKJIIOUAIOT B ce0s IIOMHUMO YKAa3aHHBIX BBIIIIE
TaKJKe CIydyaliHoe M3MeHEeHe HACBIIIEHHOCTH U
ToHa. IIpumep ayrMeHTanuy M300paKeHUN ¢ II0-
MOII[BIO IIPOIeAYPEI color jitter (be3 MaHuMmy At
C TOHOM U HACBIIeHHOCThIO) IPUBEAEH HA PUC. 7.

3. PE3YJIbTATbl SKCNEPUMEHTOB

MapameTpbl 06y4eHuns

[ mpoBeeHUA 9KCIEPUMEHTOB MBI BOCIIOJIb-
30BaJINCh IIPOEKTOM OOyUYeHUsS Mojeseil KoM-
MIBIOTEPHOT'0 3PEeHUs, PeaJru30BAHHBIM C MCIIOJIb-
sdoBanuem Oubsmoreku PyTorch [20], u mpume-
HUJIW HEKOTOPbIe IIpejajaraeMble AJiA 00yJYeH!s
Ha ImageNet [21] mapameTpsl 13 5TOr0 PEIoO3u-
TOPHS.

O6wasna nHdopmayus

TpyaHOCTH IPOBEIEHNA NCCIeIOBAHN S 3aKJII0Ua-
JIach B CJOKHOCTH OTHEJIEHUS PA3HBIX (DAKTOPOB,
CKa3bIBAIOIIIMNXCA HA TOUHOCTHb PACIO3HABAHUA
TEILJIOBUSMOHHBIX M300paskKeHuil Ha OCHOBAHUU
00y4deHUA HA N300paKeHUIX BUAUMOTO T1aIIas3o-
Ha. Hanpumep, 1CII0Ib30BaHTE T€OMETPUUECKON
ayrMeHTaIluM MOJKEeT II0-Pa3HOMY CKa3bIBaTh-
cd Ha 9Ty XapaKTEePUCTUKY IPU MaJIOM U 0O0JIb-
111011 00y uaoIei BEIOOPKe, IIPU CTapTe 00y UeH I
CO CJIyUYaWHBIMU U HecJydaiiHbIMU Becamu [22].
Hawm npuxoanioch IepernpoBepaTh IIPOMeKy TOU-
HbIe BBIBOJBI YiKe C YUETOM BBIBOJIOB, ITOJIYUEH-
HBIX K HACTOSAIIEMY MOMEHTY, 1 MHOT/a OrPaHu-
YEeHO BOCIIPOMU3BOJUTL HEKOTOPbIE U3 HUX.

B TexcTe HUKe, YTOOBI KasKILIN pas He OroBa-
PUBaTHC, IIPU IPEIbABJICHUN PE3YIbTaTOB MbI OY-
JIeM CChLIAThCs Ha BEIOOPKH CJIEIYIOITUM 06pa3oM:

— CcHATBIe THEM — day;

— CHATBIe HOUbIO — night;

— CHATHIE B CYMepKaxX WUJIU BO BpeMs paccBe-
Ta — dawn;

— Bech HaOOp (BKJIOUAs HEAHHOTUPOBAHHOE
BpeMs ChEMKIM) — whole;

Takoe IOMOJTHUTEJIHLHOE OIMcaHue OyIeT mc-
MOJB30BAThCA KaK IJis HAOOPOB HAHHBLIX BUIU-
MOTO CIIEKTPAa, TaK W AJIA TEIJIOBUBMOHHBIX JTaH-
HBIX. Tak:Ke MBI OyZeM cchliIaThCsA Ha pe3yJbTa-
THI, TTOJIYUEHHBIE C MCITOJIb30BAHUEM:

— CIIy4YailHOM MHUIINAJIN3AIYA BecoB — rand-
init;

— Ipemo0yUeHHBIX BeCOB — imagenet-init.

O6yuarowme

1 BannpauvoHHble BbiIOOpPKN

Bce oOyuaromimre m BaluAZaIlMOHHBIE BBIOOPKU
ObLIM mOJIyueHBI 3 0asbl JaHHBIX FLIR ADAS
Thermal Dataset v2 [2] ¢ ucnosn3oBanmem mpo-
menypbl GUIBTPAIINY IO PasMepy U IeHTPUPOBa-
HUS, OIIMCAHHON B pasgeie 2. B KaK oM sKcmepu-
MeHTE MBI ITPUBOAUM TOUYHOCTHU KJaCCU(PUKAIIUN
BaJIUJAIIMOHHBIX BHIOOPOK BUAMMOTO 1 TEILJIOBU-
3WMOHHOT'O CIIEKTPOB, JOCTUTHYTBHIX B KOHIIE 00y-
yeHUA (TecToBasA BHIOOPKA He MCIO0Jb30BaJIach 110
OpuuYnHaM, OIIMCAHHBIM B paszese 2).

Hna monyuyeHus oOydarolieil 1 BaJUAAIIUOH-
HOI BBIOOPKHM BUIMMOTO CIIEKTPA MBI HCIIOJIb30-
BaJIM M300pasKeHns, HaXOOAIMecsa B KaTajiorax
images_rgb train, images rgb val. IIpu sTowm,
€CJI B COOTBETCTBUU C JU3aMHOM dKCIIEPHMEHTA
K oOyuaroleii BEIOOPKe MPUMEHSJIach JTOMOJIHI-
TeJabHaA QuabTpaIius (II0 BpeMeHH! CyTOK), TO Ta-
Kas yKe PuIbTpalus IpruMeHsIach U K BaJInuaa-
IIMOHHOII BLIOOPKE BUAMMOIO CIIeKTpAa.

g BaaugammoHHOM BEIOOPKY TEIJIOBU3UOH-
HBIX M300paKeHuil JOIIOJHUTEeJbHAA (PUILTPA-
UsA He IPUMEHSJIach HUKOrAa (MCIIOJIb30BAJICSA
Habop whole), MOCKOJbKY IIeJIbI0 OBIIO MCCJIeN0-
BaTh BJINAHNE IIpe[JiaraeMbIX MeTOHOB Ha pac-
MOo3HABaHNE TeIJIOBUSUOHHBIX NAHHBIX, BKJIIO-
YAIOINX HOUHYIO ChEMKY, KOT/[a UCIIOJIbL30BaHMIe
HEeBUIMMOTO IJIA30M CIIeKTpa HamboJjiee orrpaBaa-
HO. Kpome Toro, jist TOro, 4TOOLI MOBLICUTE JI0-
CTOBEPHOCTD IIOJIYUEHHBLIX B HAIlell paboTe BBI-
BOJIOB, IJIS OIIEHKW TOYHOCTH PaCHO3HABAHUSA
TEeILJIOBU3MOHHOTO Habopa MbI MCIOJb30BAJN HE
BaJIUJAIIMOHHBIN, a o0yuaroIiuii Habop (Haxomsa-
miuiica B KaraJjore images_thermal train) 6aser
manaeiXx FLIR ADAS Thermal Dataset v2, mo-
CKOJILKY OH COIEP:KUT Ha MOPAJ0K 0O0JIbIIe IPU-
MEpOB.

ApXxuteKTypa HEMpOHHON CeTUu

M&z1 mpoBesiu HECKOJIBKO TPeIBAPUTEIbHBIX 9KC-
MEPUMEHTOB C IONYJIAPHLIMU apXUTEKTypa-
MU HeHPOHHBIX ceTeii, BKJouasa ResNet [23] u
EfficientNet [24], o6yuaa ux ¢ HyJad uaum O0epsa
B KauecTBe MHUIIMAJIMU3AaIlNN Beca, IIpeno0yueH-
uele Ha ImageNet. [Ina pacrnosHaBaHUs BaJu-
manuonHo TB BBIOOPKU (0COOEHHO C HCIIOJIb-
30BaHMEM IIpelo0yUEeHHBIX BECOB) UYyTh 0Oojee
5P (PeKTUBHBIMU OKA3bIBAJINCH PEIeHn ¢ 00JIb-
UM KOJMYEeCTBOM HaCTPauBaeMbIX ITapaMeTpPOB
(resnet-152 u efficientnet-b6), ogmaxo, mus sa-
maun 00O0OIeHMSA Ha TeIJOBU3MOHHBIN CIEKTP
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pasMep ceTH He OKa3bIBaJl KJIIOUEBOTO BIUAHUSI,
IpU 9TOM 3aTpaThl HA 00yUYeHHe OBLIIU 3aMEeTHO
BBIIIIE, YeM IIPU 00yUeHUU MEHBIINX II0 PpasMepy
MOJeJIe.

B cBA3u ¢ aTHM, O MPOBEIEHUS SKCIEPU-
MEHTOB MBI PEITUJIN UCIIOJIb30BATh aPXUTEKTYPY
ResNet-18 [23], mockoabky ResNet apxurekTy-
pBI me-(paKTo ABJIAIOTCA CTAHIAPTOM IIPU IIPO-
BeIEHUN 9KCIEPUMEHTOB C KJiaccu(uKaTopaMu,
a KpoMe TOro:

— ResNet-18 aBaseTcs HeOOJIBINON O TUIyOU-
He CeThI0 M MOYKET ObITh O0yUueHa CpaBHUTEIHLHO
OBICTPO;

— OHA COCTOUT 13 OTHOPOIHBIX OJIOKOB, XapaK-
TEePHBIX U OJs 60oabInux Mozaesaeit ResNet.

MnepnapameTpbl oNnTUMU3auun

Mpb!I wmcciienoBaiu HECKOJIbKO HAOOPOB THUIIEP-
napaMeTpoB mJia omntummsatopoB SGD [25] u
RMSPROP [26], koTOpbIe TO3BOISIIOT 3P (HeKTIB-
HO 0o0ydYaTh pasjnuYHbIe apXUTEKTYyPhI HEHPOH-
HBIX ceTell Ha 0ase mamubIX ImageNet. Bo Bcex
ciaydasxX MBI MacIITabMpoBajy U300pakeHue
K pasmepy 224x224 mpu mojaue Ha BXOH CETH.
Hnsa obyueHus: ¢ Hyasa ¢ nomoInbio SGD MbI mc-
MOJIb30BAJIM KOCHUHYCHBIII aJITOPUTM U3MeHe-
HUA Iara o0ydYeHUs C MATHIO SIIOXaMH <«IIPO-
rpeBa», 240 smox, makeT M300pasKeHUUN pas-
mepom 192. Ina RMSPROP wucnosnbsoBaiuch
600 smox, MmJIaBHO MeHAOINUiica Iar obyue-
Hus, Oeryique cpegHue Beca, makeT 64 um go-
MOJIHUTEJIbHBLIN IIIyM B IIare I'PagueHTHOTO
CITyCKa.

SGD cuurtaercsa ogHUM U3 HanboJiee MOAXO0-
IANIAX OIITUMU3ATOPOB IJA O0ydYeHUs KJiac-
cu(pUKATOPOB, OJHAKO B HAIIleM CJIyuae 9KC-
nepuMeHTHI mokKasaau, yTo RMSPROP c¢ yka-
3aHHBIMU BBIIIIe IIapaMeTpaMu o0ecIeduBaJI
0ojiee CTAOMJBHYIO CXOAMMOCTH HEHPOHHBIX
cerell (C TOUKU 3peHUsS TOUHOCTHU pPacCIio3HaBa-
Husa TIIB uzobpaskeHuil) U MEHBIIYIO 3aBUCHU-
MOCTH OT CJAYUYaMHOU WHUIIUAJIU3AIUU BECOB
IpU IPUMEPHO TOH K€ UTOTOBOII TOUHOCTH, II0-
9TOMY B IIPUBEIEHHBIX HUKE 9KCIIEPUMEHTaX
CO CJIYyUalHON MHUIAJNU3AIINeHd NCI0Jb30BaJI-
cs UMEHHO OH.

HooOyuenne HEHPOHHBIX CETEH B HAIIIUX SKC-
nepuMeHTax npoucxoauyo B Teuenue 200 smox ¢
ucnoab3oBanueM SGD 1 ckaukooOpasHOro uaMe-
HeHUs 1ara ooydueHusi. Bo Bcex sKcIiepruMeHTaxX
MBI COO0ITIaeM TOYHOCTH PACIIO3HABAHUS BaJIUIa-
IIIOHHBIX BEIOOPOK B KOHIIE O0yUeHMs.
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FeomeTpuyeckas ayrmeHtayus

B KauecTBe OIOPHOTO MeTOAA MBI PAaCCMOTPEIN
coueTaHue ABYX 3(h(PEeKTUBHBIX METOL0B ayIMeH-
TaIum:

— RandomCropResize u flip — wusBieuenue
(parmMmeHTa UCXOTHOTO NB00PAIKEHUA C TOCJIENY-
IOIITUM MacHITabupoBaHUEM K 3aJaHHOMY pasMe-
py (RandomCropResize), oTpaskernue pparmenTa
110 BepTuKaJu ¢ BeposaTHoctiio 0,5 (flip).

— RandAugment [27] — mogupuramus aj-
ropurMma AutoAugment [28, 29], xoTopslii ocy-
IIECTBJISIET I'eOMETPHUUYECKY0 1 IPKOCTHYIO ayr-
MEHTAIINI0 WHIWBUAYAJbHO K KaKIOMY IIPHU-
Mepy CTpaTerusiMu, COUYETAIOIIUMHU OO0 [OBYX
PasIMUHBIX IIpeoOpasoBaHUl (MHBEPTHUPOBA-
Hus, Bpamrennsa). RandAugment, B oTsimume ot
AutoAugment, BMecTo Habopa (pUKCHPOBAHHBIX
cTpareruii (map mpeoOpasoBaHUI) KasKIbIA pas
HCITOJIb3YeT CJAYYailHO CreHepHPOBAHHYIO CTpa-
Ternio. B CIMCOK KCIIOJB3YEeMBIX aJITOPUTMOM
RandAugment ayrmeHTanuii BXOAAT TaKue Ipe-
o0pasoBaHMs, KaK aBTO- U PyYHOEe KOHTPACTUPO-
BaHUMe, NHBEPTUPOBaHUE, BpallleHre, N3MeHeH1e
HaCBIIIEHHOCTH, PE3KOCTH, SPKOCTU 1 HOPMAJIU-
3anua ApKOCTHU, IIOCTepu3anusa, sP(peKT BbIIBe-
TaHUs, TPOEKTUBHBIE MTPEOOPasOBAHUA U CMe-
ImeHusA. B HamIUX SKCIEePUMEHTaX OKasaJocCh,
uyto RandAugment npeBocxogur AutoAugment
(co crpaTeruaMu IIpeoOpPa30BaHMNIl, BbIYUEHHBI-
mu naa ImageNet) mo TounocTr pacmosHaBaHUA
TIIB msobpaxkenuii. B Tabi. 5 mpuBemeHbl pe-
3yJILTATHI 9KcIepuMeHToB 41 Rand Augment.

B ycimoBuax He6GOJIBINON oO0yuarolieii BEIOOP-
KU HEeHPOHHBIE CETHU XapaKTepPU3YyIOTCA OrpaHu-
YEeHHBIMHU 000O0IAIOIIUMU CIIOCOOHOCTAMHU K Ha-
JUYUIO HepPeJIeBAHTHLIX 00Pa30B U reoMeTpuyue-
CKUX mpeobOpasoBaHuii [22], T.K. 9TO IOBLIIIAET
CJIOJKHOCTH 3aJauM U, TAKUM 00pa30M, CHUIKAET

Ta6bnuuya 5. ToyHocTb pacno3HasaHus TB un TIB
N300paXKEHUI NPU  HaNM4MU FEOMETPUYECKON 1
ApKOCTHOW ayrmeHTaumn ImageNet (rand-init, day)

Table 5. Accuracy of TV and thermal images in the
presence of ImageNet geometric and brightness
augmentation (rand-init, day)

cfo{i:f:snilz-e RandAugment TB TIIB
+ CTaHJAPTH. 98,0 82,8
— CTaHJAPTH. 98,2 90,5
— 0e3 reom. 97,5 89,3
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TOYHOCTH PACIIO3HABAHUS IJIS BCEIl TeCTOBOM BhI-
OOpKMU.

ITockonbKy 0as3a MaHHBIX CTPOMJIACHL TAKUM
00pasoM, UTOOBI MCKJIIUUTL BaKHOCTL T'eoMe-
TPUUYECKUX NpPeoOpasoBaHUM, MOYKHO OBIJIO ObI
OKUJaTh, YTO MX BKJaL OymeT JuOO HeraTUB-
HBIM, J100 HEUTPAIbHBIM, €CJIU OHU He OYIyT COo-
IVIACOBAHBI C MOAT'OTOBKOM 0a3bl JaHHBIX. Takas
HEeCOIIaCOBAHHOCTh XapaKTepHAa MIJIs IPOIeyPhI
RandomCropResize.

Basxmo, UTO CHMKeHre TOUHOCTU PACcIIO3HABA-
HUS BaJIMAAIIMOHHON BBIOOPKY IIPU UCIIOJIb30Ba-
HUU TeOMEeTPUUYECKON ayrMeHTAIlud OKa3aJoCh
HesHaunTeabHBIM (0,2%) 1 HAMHOT0 0OJIbIITE IJIs
pacIiosHaBaHUS TeIJIOBBIX u3obOpaskenuit (8%).
ITO MOKHO O0BACHUTEL TEM, UTO TEIIJIOBU3MOHHBIE
n300pasKeHns TMeIOT 0OJIbIIIe CXOACTBA ¢ 1300pa-
JKEeHHSAMY BUAVMOI'O CIIEKTPAa MMEHHO B OOIIMX
ouepTaHMUsIX 00Pa30B, a HE B OTAEIBHBIX JAETAJIAX.
Kpome Toro, HeKoTOpbIe NCXOMHbBIE M300PaAKEeHNU
oOyuarorero Habopa y:Ke mMesn HI3KOe paspe-
IIIeHre, KOTOPOe IIPH 9TOM B CpeIHeM HIMKe IJIA
TIIB (pasmepbl n3o0paskeHU ObLIN paHee MPu-
BeleHbI B Ta0JI. 2).

ITouTu; Bo Beex sKCIIepUMEHTaX, HAIIPABICHHBIX
HAa TIOBBLIIIIEHNE TOYHOCTY PACIO3HABAHUS TEILIO-
BUBMOHHBIX MB300paKEeHUIl, MBI IIOJIyYaJu OIU-
HAKOBO CTAOMJIbHBIE PE3yJIbTAaThl PACIO3HABAHISI
n3obpaskenuii Bugumoro cuexrpa ((98 = 0,5)%).
Takum 00pasoM, TOUHOCTH PACIIO3HABAHUSA M30-
OpaskeHUIl BUANMOI'O CIIEKTpPa He MOXKET OBITh
KpUTepreM MPU PACIO3HABAHUU TeIIJIOBU3NOH-
HBIX JAHHBIX, Ja’Ke ecJii criocob BbIOOpa (par-
MeHTa Ha ABYX CHUMKAX SBJISETCS OAMHAKOBBIM.
Tem He MeHee, 4JisI OOJIBIITMHCTBA SKCIIEPUMEHTOB
MBI BCE PABHO IIPUBOAUM TOUYHOCTD JJIS BUIUMBIX
n300pasKeHnii, T.K. 9TO IPEJOCTABIAET JOIIOJIHI-
TeJIbHYIO0 HH(POPMAIIUIO O TOM, KaK IIPOUCXOIMJIO
o0OyueHUe.

Agaroputm RandAugment comep:kuT BHYyTpHU
cebA cTpaTeruu C MCIOJb30BAHUEM TeOMeTpPU-
YeCKUX ayrMeHTAnmuu (HAIIPUMED, CABUT), IIO-
9TOMY MBI IIOIIPOOOBAIU 3aMEHUTH UX BPYUHYIO
Ha OoJiee momxoAsAIIe (C HAIEH TOUKU 3PEHU)
SAPKOCTHBIE IIpeo0pa3oBaHUA, OTHAKO 3TO He
YBEJIMUYMJIO TOUHOCTh PacIio3HaBaHusA (Tabi. 5).
Mo:xHO cmesaTh BBIBOJ, UTO II0 KpainHel Mepe
HEKOTOpble BUALI TI'eOMETPUUYECKON ayrMeHTa-
W MOTYT OBITH IIOJIE3HBI AJIA PeITeHusa maH-
HOM 3azaum. B pgagbHEHMINX >SKCIIePUMeHTaX
MBI UCKJIIOUHNJIN BHEITHUE T'eOMeTPUUEeCKUe ayT-
menTanuu (RandomCropResize, flip), HO ocTa-

Buau AutoAugment u RandAugment B meus-
MEHHOM BHe, IIpejaraeMoM AJsi o0yueHus: Ha
ImageNet.

YnaneHue cbparmeHToB (Random Erasing)
OpmHOM 13 M3BECTHBIX TEXHUK PACIINPEHUA JaH-
HBIX SBJISETCS yAaJieHue CJOYUYalHBIX (hparMeH-
ToB m3obpaskenusda [30]. B coorBercTBUM ¢ mIpen-
TOJIOMKEHMEM O TOM, UTO OTHEeJbHBIE AETau M30-
OpasKeHUiI BUAMMOIO CHEKTpa HEeBaKHBI IJIA
dopMupoBaHUA HEHPOHHO! CEThI0 NPHU3HAKOB,
OPUTOMHBIX [IJs PACIO3HABAHUS CHUMKOB Te-
IJIOBOT'O CIIEKTPA, MOMKHO ITPEAIIOJIOKUTEL, UTO
MaHHBIA BUJ ayTrMEHTAIIMM OKaKeTCd BasKHBIM.

Mz1 pacemoTpeu HeCKOJIBKO CIIOCOOOB yaaJie-
HHUA (pparMeHTOB:

— VOAJEHHBIN OJIOK 3alloJHAeTCA HYJIAMUI
(const);

— VOAJEHHBIN OJIOK 3aIlOJHAETCS CIydalHBI-
mu nukceaamu (pixel).

IKCIepUMEHTHI IIOKAa3aJIn, YTO dTa IIPOIleaypa
HECET He3HAUMTEJbHBIN BKJAJ W JUIIb CJErKa
TOBBIIIIAET TOYHOCTH PACIIO3HABAHU S TEIIJIOBU3U-
OHHOT'0 CIIEKTPA IIPY OTCYTCTBUU APYTOI ayIrMeH-
ramnuu (Tabdia. 6).

Resnet-18, oOyuenHasa 06e3 WHCIOJIHL30BAHUS
ayrMeHTaIllMy Ha BUIMMOM Aualia3oHe, obeciie-
YpBaeT TOYHOCTH pacnosHaBaunusa TIIB m3o6pa-
sKeHui 66,5%, a ¢ MCIOIBL30BAHUEM CJIyUaiHOT'O
yaajaeHus (pparMeHTOB MOYKHO MOAHATDL 9TY TOY-
HOCTb Ha 2,5%.

HecmoTpsa Ha He3HAUUTENLHBIA BKJAJ JTOMH
ayrMeHTallil, MBI €€ WCIIOJIb30BaJH BO BCEX
OCTAJNbLHBIX dKcHepuMeHTax (pixel, pasmep cro-
poHBI yaaasemoro gparmenTta no 0,2), T.K. 0KHU-
Iaju, UTO OHA MOXKET MMETDb IIOJIOKUTEIbLHBIN
BKJIAJ B pellleHue 3aJauy BMecTe ¢ IPYTUMU BU-
JaMu ayrMeHTaIlun.

Ta6bnuua 6. To4HOCTb pacno3HaeaHus  TIB
N306pa>KeHn NPy MPUMEHEHUN CITyHaNHOMO YaaneHnst
(hparmMeHTOB B 3aBNCUMOCTHU OT pasmMepa yaanéHHoro
(hparmeHTa 0THOCUTESIbHO Pa3MepoB NpeobpasyemMoro
n3obpaxxeHus (rand-init, day)

Table 6. Accuracy of thermal image recognition using
random fragment removal (rand-init, day)

Cmoco6 Pasmep croponsr Pasmep cTOpOHBI
yaaJIieHUu s YIaJIEHHOTO YOaJIEHHOTO
dparmentoB ¢parmenta 20% dparmenta 40%
const 67,9 68
pixel 67,8 69,13
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N3meHeHne eCTECTBEHHOrO OCBELLEHUS:
nccnegoBaHue BIINSAHUSA BPEMEHU CYTOK
CbEMKM BUAUMbIX N306parkeHui

Ha pe3yfbTaTbl pacno3HaBaHus
TENMIOBU3UOHHbIX

B pasgene 2 MBI mpuBesiu IpUMepPhI TaHHBIX BU-
IVMOI'0 CIeKTpa M yKasaJu Ha TO, YTO ITHEB-
Hble u300pa’KeHus MOTyT ObITh Hambojee MOX-
xomamumu aaa ummutanuu TIIB msobpake-
HU#. [[715 TpOBEPKU 9TOM T'UIIOTE3HI MBI 00y YN
ResNet-18 Ha ueTsIpéx pasHBIX Habopax m3obpa-
sKeHui. PeayabTaThl IpuBeIeHbI B TA0JI. 7.

Kax BugHO 113 TaOIUIBI, HAWJTYYIIIad TOYHOCTD
pacnosuaBauua TIIB mocturaercssi Ha BBIGOD-
Ke JHEeBHBIX M300pasKeHnil HeCMOTPSA Ha TO, UTO
oHa caMasi MaJieHbKasd. K yaIuBI€HUIO, TOUHOCTH
pacriosHaBaHWS IIPUA WCIOJH30BAHUA IIOJHOTO

Ta6nuuya 7. TO4HOCTb pacno3HaBaHnsi B 3aBNCUMOCTU
OT BpeMeHn CbEMKY (random-init)

Table 7. Accuracy of recognition depending on
shooting time (randome-init)

Bpems cpémMEn TB, % TIIB, %
JIro60e (whole) 98,0 88,9
(Do) 981 905
HeHb, cymMepKu 98,0 90,0
Henn 98,2 90,8
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Habopa HaumMeHbIIad. [Ipu 9TOM, OgHAKO, TAMKE-
JIO CyAUTH O TOM, KaKas IPOIOPIIUA B IIOJHOM
Habope cCyMepeuHbIX M300pakeHnii, oo0aBIeHIe
KOTOPBIX, KAK BUIHO U3 TAOJIUIbI, UMEET CUJIb-
HBIII OTPUIATEJbHBLIA BKJIAJ B TOYHOCTL PACIIO3-
HaBaHUA.

IIpeuMyIecTBO HMCIIOJNBL30BAHUSA ITHEBHBIX
n300pasKeHnii BUAMMOrO AWANal30Ha IJs UMU-
rarmuu TIIB Xoporro 3aMeTHO Ha OYeHb MAaJbIX
oOyuaronux BbIOOpPKax. Hampummep, TOUYHOCTH
pacnosuaBanusa TIIB pmaHHBIX € TTOMOIIBLIO
ResNet-18, ob6yuennoii ma 100 cayvailHBIX TIPU-
Mepax JHEBHOI C'hEMKM, COCTABMJIA ITOUTU 76% .
B 10 ke Bpemsa ucnoabszoBanue 100 caydyaliHbIX
npuMepoB 0e3 OorpaHHMYEeHMSA Ha IIEPUOJ ChEM-
KM IIO3BOJIAJIO IIOJYYUTH Juinb 69% (Tada. 8).
Cxoxxuii a(peKT JocTuUraeTcs, ecjiu AOydHnBaTh
HEeMPOHHYIO ceTh 0e3 MCHOJIb30BAHUSA KaKOH-Iu-
00 ayrMeHTaI .

IIpu sToMm, eciiu o0yuaTh ceTh O0e3 ayrMeHTa-
U1, HAUMHAS CO CAyUYaiiHO MHUITNAJTN3UPOBaH-
HBIX BECOB Ha Bcell 6ase JaHHBIX, TO MOJIyUYAETCS
CTPOTO OoOpaTHOe: JIyUllle yiKe padoTaeT UCIOJIb-
3oBaHUe OoJblieil o0yuarornieil BLIOOPKYU, BKJIIO-
yaloIrei Bce BpeMeHa cyToK (TadJr. 9).

910 coryiacyeTca ¢ THUOOTE30i O O6oJbIieit
IPUTOAHOCTA WMEHHO IHEBHBIX M300paKeHUuH
BUAUMOro nuarasoHa miasa mMmuranuu TIIB uso-
OpaskeHUl, TOCKOJIbKY TIPU CIOYyYalHON WHUIIU-
aJIu3anuy W OTCYTCTBUM ayIMEHTAIIUU JI00oe

Ta6nuua 8. PesynstaThl npu ncnosbdosaHuy 100 oby4atoLLmx NprMepos
Table 8. Results of using 100 training examples

Bpemsa cpémiku  Ayrmentamus (RandAugment) NHunuaans3anus ceTu TB,% TIIB,%
Ienn + rand-init 88,2 75,9
JIroboe + rand-init 85,6 69,2
Henn - imagenet-init 95,7 76,1
JIroboe - imagenet-init 95,6 74,1

Ta6nuua 9. Pe3ynsTaTthl 6€3 NCNOMb30BaHUSA ayrMeHTaLMmn AaHHbIX
Table 9. Results without data augmentation
Bpemsa cpémku Ayrmentanus (RandAugment) HWHunuaausamus cetu TB, % TIIB, %
JIo60e - rand-init 97,5 2,7
Jlens, cymMepKu, HOYb - rand-init 97,6 71,7
Henb, cymepru - rand-init 98 67,3
Heunb - rand-init 97,9 66,5
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pasHooOpasue M300paKeHnil II03BOJIAET JIYyUIlle
copMUpOBATh HNPU3HAKU OOIIero Ha3HAUEHUT,
pacmoJiaraioifuecs B IePBbIX CJIOIX HEHPOHHON
CeTH, OJHAKO 3TH MNPU3HAKMN HecHelM(PUUHBI
K perraemoii 3agaue. IIpeqoOyueHHAsI CeTh yike
o0JIaaeT TAKMMU HNPU3HAKAMU W JHEBHLIE 130-
Opa'KeHns B HUTOre 00eCIeurBaIOT JYUIIUHA pe-
3yJIbTAT.

JlaHHBIN BBIBOJ ABJIAETCA KpailiHe Ba’sKHBIM,
THOCKOJIBKY B XO/Ie BBITIOJTHEH IS IIePBLIX 9KCIIePH-
MEHTOB MBI He 3aMETIJIH MOJIL3EI OT IPeao0yueH-
HBIX BecoB AJia pacnosHaBauusa TIIB uzobpaske-
HUH, IOKAa MCIIOJb3yeMasa ayrMeHTaIls He Oblaa
coryiacoBaHa C IIPEACTABJIEHUSIMU 00 MMUTAINN
TIIB gamubix. Bo Bcex sKcnmepuMeHTax, OIIMCAH-
HBIX JaJjiee, MCIIOJb3yeTCs BLIOOPKA, COCTOAIAS
TOJBKO 13 JHeBHBIX N300paKeHn.

AyrmeHTtauus yepes umutauyuio TINB

B pasgene 2 MbI TpuBeN IPUMEPHI APKOCTHBIX
npeobpa3oBaHuUii, KOTOPbIE C HAIlleil TOUKU 3pe-
HUsA 00ecreunBalOT BU3yaJbHOE CXOACTBO H30-
OpasKeHUII BUAMMOIO CIIEKTpa C M300paKeHu’s-
mu TIIB cnekTpa:

— UHBEPTUPOBAHE U300paKEHUT;

— ycuJieHue Pe3KOCTH.

B sTomM pasgesie Mbl IPUBOAUM PE3YJIbTAThI
SKCIIEPUMEHTOB, KOTOPbIE IIOATBEP:KIAI0T dh-
(beKTUBHOCTh MCHOJIB30BAHUSA ITUX IIpeodpa-
soBanuii. Resnet-18, ooyuenHasa 6e3 MCIOIb30-
BaHHUSA ayrMeHTalluu, obecliednBaeT TOUYHOCThb
66,5%. PesyabTaThl 9KCIIEPUMEHTOB ITPUBEIEHBI
B Tab. 10.

Bo-mepBBIX, MBI UCIIOJIbB3yEeM IPeodpasoBaHme
color jitter, xoTopoe o6o6ITaeT Mpeobpas3oBaHe
yBeJIUUYeHUsT KOHTpacTa. XOTA MO OTAeJIbHOCTHU
9TO JIUIIIL CJIETKA IIOBBIIIIAET TOYHOCTH PACIIO3-
"HaBauua TIIB mzo0pakeHuii, B COBOKYIHOCTU
¢ IPYTUMU IPeodpasoBaHUSIMU OKa3bIBAETCS I0-
craTouHo 3G PeKTuBHLIM. [[o6aBIeHNEe UHBEPTHU-
poBauus m3obpaykeHUs: ¢ BepoATHoCcTs 0,5 yixe
3HAUYUTEJIHLHO IIOBBIIIIAET TOUYHOCTH paclIo3HaBa-
Husa TIIB uzobpaskeHUit, XOTs JUIIL YABANBAET
KOJIMUYEeCTBO IIPUMEPOB o0O0yuaromieii BBIOOPKH.
Tak:xke MBI HAOJIIOZAEM IOJOKUTEIbHBIN BKJIA
mpeobpa3oBaHus YBeJIWUeHUsT pes3kocTi. Habop
mpeoOpa3oBaHUM, OIMMCAHHBIX BBIIIE, YiKe IIO-
3BOJIAET JOTHATDH II0 TOYHOCTH METOIbI, OCHOBAH-
Hble Ha MHANBUAYAJIbHOM (POPMUPOBAHUU CTPA-
Teruu ayrMeHTaIlud K KaKIOMY M300pakeHMIo
(RandAugment u AutoAugment). CoBmererue
AutoAugment u RandAugment c¢ mpexpnarae-

Ta6bnuua 10. AyrmeHTauMss C  MCMOJSIb30BaHUEM
npeobpasoBaHuin umutaumm TMB (rand-init)
Table 10. Augmentation using thermal image imitation
transformations (rand-init)

AyrmeHTamus TB, % TIIB, %
- 98,3 67,8
color jitter 97,7 70,1
color jitter + invert 97,4 89,7
color jitter + invert + sharpness
(Thermal imitation) 972 90,6
RandAugment [27] 98,4 90,5
AutoAugment [28] 98,3 90,3
RandAugment + invert 98,1 90,8
AutoAugment + invert + 97.7 90,9
sharpness
thermal imitation +
AutoAugment 97,4 91,4
thermal imitation + random 97.5 92,1

augment

MBIM IIOJXOJOM ITO3BOJISIET HTOBLICUTH UTOT'OBYIO
TouHOCTH emié Ha 1,6% (RandAugment) u 1,1%
(AutoAugment) coorBeTcTBeHHO. 3aMEeTHUM, UTO
B IPUBENEHHLIX B Ta0a. 10 sKcIieprMMeHTaX MbI
HE WCHOJIb30BAJN TI'€OMETPUUECKYIO ayrMeHTa-
U0, CBA3AHHYIO CO CJAYYAWHBIM OTpPaKeHUeM
n300pasKeHusa II0 TOpu30oHTaJ u. WHTYUTHUBHO
KasKeTcs, UTO TaKasd ayrMeHTAIlus OJKHA II0-
BBIIIIATH TOYHOCTDH PACIO3HABAHUS 1 B BUAUMOM,
¥ B TEIJIOBUBMOHHOM CIIEKTPE, OTJHAKO B HAIIIUX
SKCIIepUMeHTaX Mo0aBJIeHNEe STON ayrMeHTAI[UN
He MOBJUAJNO Ha Pe3yabTaTbl. MBI CBA3LIBAEM
9TO ¢ 0COOEHHOCTRIO pelraeMoit 3agauu. Kamepsr
pacmosiaraioTcsa Ha aBTOMOOMJIE B O PeNeIEHHOM
MOJIO}KEHNN OTHOCUTEJIbHO TOPOTU, U, HAIPU-
Mep, HOpPOKHBIe 3HAKU (B BUAMMOM JIHAama3oHe)
He WHBApUAHTHBI K 3€PKAJBLHOMY OTPAaKEHUIO.
BeposaTrHo, HEUTO TOZOOHOE MOKET IIPOUCXOAUTH
u s TIIB nzobpaskennii, XoTs MOAPOOHBIN aHa-
JIU3 BTOTO BOIIPOCA BBIXOAMJI 3a PAMKU ITAHHOT'O
WCCaeIOBaHUA.

JAooby4eHne HelMpOoHHbIX ceTel
WNunnunanusainmus ¢ TOMOIIBIO BECOB, IIPemody-
yeHHBIX Ha ImageNet, mo3BoJIsIeT errné yBeJuunuTb
TOYHOCTH pacnos3HaBaHusa TIIB ganHbIX IIpu uc-
TOJIb30BAHUY OOJIBITINX Mozesei (Tabur. 11).
CoriacHo IoJIyUeHHBIM pesdyabTaTaMm (Tabir. 11),
0OJIBITINE CETU TTOKA3bIBAIOT JIYUIIINE PE3YyJIbTaTh
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Ta6nuua 11. AyrmeHTaums ¢ ucnons3osaHvem npeobpasosaHuin nvutaumm TIB npu ncnone3osBaHumn 60bLLNX
npegobyyeHHbIX Mogenen

Table 11. Augmentation with thermal imaging imitation transformations using large pre-trained models

AyrmeHranusa Naununamauzamusa Apxurexrypa TIIB, %
Thermal imitation + Rand Augment rand-init ResNet-18 92,1
Thermal imitation + Rand Augment imagenet-init ResNet-18 91,6
Thermal imitation + RandAugment rand-init ResNet-101 92,3
Thermal imitation + RandAugment imagenet-init ResNet-50 92,9
Thermal imitation + Rand Augment imagenet-init ResNet-101 94,0
Thermal imitation + Rand Augment imagenet-init ResNet-152 93,4

mo cpaBHeHmuio ¢ Resnet-18 (TounocTs pacmosHa-
Bauusa TB B Tabauiie He IpuBeAeHa, HO OHA OCTa-
ércsa Ha ypoBHe uyTh MeHee 98%). Hauboibmiasa
TOYHOCTB ObLJIA ITOJyYeHa ¢ moMoIlbio Resnet-101
u cocraBuiaa 94,0%.

3AKJTIOMEHUE

Mgsr paccmorpenu cmocoObl 00yUeHUsT HeHnpOH-
HBIX CeTell PAaCIO3HABAHUIO TEILJIOBU3MOHHBIX
n300pakeHu, KOTa B HAJIUYNU UMEIOTCS TOJb-
KO JaHHBIe BUAUMOTO AuamnasoHa. MbI mpoBean
SKCIIEPUMEHThI Ha 0as3e JAaHHBIX, COAEep:Kallel
n3o0paskeHns OBYX cieKTpoB. IlapameTpnl 06-
yueHus, Ucnoiabayemble mjisg ImageNet, xora u
o0ecneuniu BEICOKYIO TOUHOCTEL PACIO3HABAHUA
BUAUMBIX usobpakenuit (98%), okasaauch Ma-
JIOIPUTOAHBIMUY AJI 0000IIIeH N 9TUX SHAHUH Ha
TIIB mauubix (82,8%).

Hamu mpeasiosxen cmoco0 ayrMeHTAIlUM M30-
OpasKeHUIi BUAMMOIO CIEeKTPa Ha OCHOBE METO-
na BusdyasbHou mMmutamuu TIIB msobpakeHuUii.
B cooTBeTcTBUU C IPOBEAEHHLIMU SKCIIEPUMEH-
TaMHU [JIs1 PeIlleHUs IIOCTABJIEHHOI 3aJauu cJje-
Iyer:

1. ITo BOBMOXHOCTH MCKJIOUUTEL IIPU O0yue-
HUU ayTMEeHTAIIUY, CBA3AHHLIE C H3BJIEUCHUEM
¢dparMeHTOB N300PAKEHIIA.

2. UckaounTs 13 o0yuarolieii BLIOOPKU M30-
OpasKeH1s, Ha KOTOPBIX HIPUCYTCTBYIOT BCIIBIIII-
KU OT UCKYCCTBEHHBIX MICTOUYHUKOB OCBEIIeHU .

CIMMNCOK NCTOYHUKOB

1. Mittal U., Srivastava S., Chawla P. Object detection
and classification from thermal images using region
based convolutional neural network // Journal of Com-
puter Science. 2019. V. 15. Ne 7. P. 961-971. https://doi.
org/10.3844 /jcssp.2019.961.971

3. Mcmosip30BaTh A1 ayrMeHTAluU JaHHBIX:

— MHBEPTHUPOBaHME ¢ BepoATHOCTRIO 0,5,

— cJIy4JaiilHOe KOHTPAaCTHPOBaHUeE,

— cJayuaiiHoe nsMeHeHUre APKOCTH,

— yBeJInYeHe Pe3KOCTHU ¢ BeposaTHOCTHIO 0,5.

4. Ucmonb30BaTh (10 BOBMOKHOCTH) OOJIbIIIHE
npenoOyueHHble HAa ImageNet HelipoHHBIE CETH.

Mgl mOKasaiu, 4TO KasK[oe M3 YKa3aHHBIX
TIPEIJIOKEeHUH TTOJIOMKUTEIbHBIM 00pa3oM CKAasbI-
BaeTCsA HA TOYHOCTH PACIO3HABAHUSA UM IIPU 3TOM
HU OJHO M3 HUX (KpoMe IIOCJeTHEero IIyHKTa) He
MOKeT OBITh OIIEHEHO II0 TOUHOCTH Paclo3HAaBa-
HUS U300pasKeHnl BUANMOrO nratas3oHa. B utore
HaM yIAJIOCh COKPATUTH KOJNUECTBO OIIMOO0K IPU
pacmosuaBanuu TIIB m3obpaskeHUil 4yTh MeHee,
yem B Tpu pasa (¢ 17,2% mo 6,0%), u modburnbes
UTOTOBOM TOYHOCTH paclio3HaBaHus 6ojee 94%.

OTMeTHuM, YTO MBI ITPOBEJIN 9KCIEPUMEHTEI TI0
ayrMeHTaIluu JIUIIb C OJHON KOHKPEeTHOH 6a30it
JTaHHBIX HA OrPaHMYEHHOM Habope KJIacCOB M30-
OpaskeHuii (4eJI0BEeK, MAIIINHA, JOPOYKHBIN 3HAK,
cBeToop). MOKHO OKHMIATh, UTO IIPU HAJTUUYUU
IPYTUX YCIOBUM CHEMKHU W APYIroro ooopymoBa-
HUS HEKOTOPbIE ITapaMeTPhl ayrMeHTaIl MOT'YT
OLITh M3MEHEHBI OJIA YIyUIIeHUus pe3yIbTaToB.
Tem He MeHee, MBI O3KUIAEM, UTO IIPEII0KEHHbIH
moAxox OyZeT XOpoIno obo0IIaThCsA Ha pasind-
HbIe YCJIOBUS, IIOCKOJIbKY IPU BBIOOpPE CIIOCOO0B
UMUTAIINN TEILJIOBUBMOHHBIX M300PaKeHU MbI
WCXOOUJIN M3 OOINEero BIeUaTJIEeHUs O BU3YaJIb-
HBIX CBOICTBAX M300PaKeHUN JBYX CIIEKTPOB.
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