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ГОЛОГРАФИЯ

Введение

Хорошо известно наличие ряда глубоких ана-
логий  между  принципами функционирования 
мозга с одной стороны, и физическими явления-
ми и механизмами, лежащими в основе гологра-
фии, с другой [1–4]. Эти аналогии послужили 
основанием формирования голографической 
парадигмы (ГП) в когнитивных науках и ис-
кусственном интеллекте (ИИ). Хорошо известны 
реализации голографической ассоциативной 
памяти [5]. В работах [6–10] разработана ме-
тодика реализации методом голографии Фурье 
логического  вывода  в классе немонотонных 
нечетко-значимых логик. 

Вместе с тем, основной функцией интеллек-
та как биологического, так и искусственного, 
является рассуждение, под которым принято 
понимать построение последовательности ар-
гументов, вынуждающих принятие некоторого 
утверждения [11]. Принято выделять два типа 
рассуждений  или  выводов  –  достоверные,  к 
которым относится дедуктивный вывод, и прав-
доподобные, к которым относятся абдукция и ин-
дукция [11]. Логика имеет дело по преиму ществу 
с дедуктивным выводом, который привлекал 
внимание исследователей на протяжении веков, 
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начиная, как минимум, с Аристотеля. Правдопо-
добные рассуждения, включая их реализацию 
методами ИИ, до последнего времени привле-
кали существенно меньшее внимание исследо-
вателей и разработчиков, чем достоверные рас-
суждения [11, 12]. При этом многие исследовате-
ли отмечали, что правдоподобные рассуждения 
являются не просто атрибутом человеческого 
интеллекта, но и важнейшей, неотъемлемой ча-
стью процесса познания. Поэтому представляет 
безусловный интерес возможность их реализа-
ции в рамках концепции образного мышления 
методом голографии.

Биологически мотивированный подход 
и нейросетевая модель

1. Подход к задаче

Известно, что даже задачи, адекватно описы-
ваемые в рамках логико-алгебраического фор-
мализма, биологический мозг решает отнюдь 
не так же, как универсальный компьютер, а 
посредством обработки образов на нейросетевых 
структурах [1]. Эти образы суть не философские 
абстракции, но физически реальные картины 
нейронной активности коры головного мозга – 
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паттерны  внутренней  репрезентации (ПВР) 
воспринимаемой или вспоминаемой информа-
ции. Поскольку ПВР как картина нейронной 
активности представляет собой пространствен-
ное распределение электрических потенциалов 
по коре головного мозга [13], то примем в каче-
стве аналога биологического ПВР (применитель-
но к рассматриваемому методу) обрабатываемое 
голографической схемой изображение Im(x, y) 
как определенное на плоскости распределение 
амплитуд  (для поля)  или пропусканий  (для 
транспаранта), не детализируя пока его характе-
ристики. В дальнейшем, для простоты выраже-
ний, обозначения координат опустим.

Для большей наглядности используем в даль-
нейших построениях классический пример клас-
сификации рассуждений (по Ч. Пирсу) [11]:

Дедукция: Правило (Все люди смертны) (1)
 Случай (Сократ человек) (2)
 Результат (Сократ смертен) (3)

Индукция: Случай (2) (Сократ человек)
 Результат (3) (Сократ смертен)
 Правило (1) (Все люди смертны)

Абдукция: Правило (1) (Все люди смертны)
 Результат (3) (Сократ смертен)
 Случай (2) (Сократ человек)

Посмотрим, как эти рассуждения могут быть 
реализованы методами искусственных нейрон-
ных сетей (НС) и, соответственно, голографиче-
скими методами. Для этого, прежде всего, сле-
дует определить методы представления посред-
ством ПВР операндов, входящих в вышеприве-
денные связки, а затем – характеристики этих 
ПВР, обрабатываемых НС, существенные для 
определения методов их ассоциирования мето-
дом голографии. 

В приведенных схемах рассуждений исполь-
зуются всего три типа операндов и, соответствен-
но, паттернов:

ПВР “ • человек”, представляющий свойство 
быть человеком вообще (а не обезьяной, напри-
мер), который обозначим ImH, 

ПВР, представляющий свойство смертно- •
сти, так же вообще, абстрагируясь от частностей, 
который обозначим ImD,

ПВР, представляющие только индивидуаль- •
ные признаки персоны (Сократа, Платона, Пуп-
кина,  etc.),  которые будем обозначать  ImInd 
с указанием имени персоны.

Нетрудно видеть, что два первых ПВР можно 
определить скорее как понятия, а последний – 
как образ. Напомним, что в рамках концепции 
образного мышления принято выделять (и от-
части противопоставлять) две категории – образ 

и понятие [1–3, 14–15]. При этом как образ, так 
и понятие суть ПВР, реально (физически) фор-
мирующиеся в коре головного мозга. Различие 
между ними в том, что образ относится к катего-
рии сенсорных ПВР, т. е. формируемых на основе 
сенсорной информации (воспринимаемой, а за-
тем вспоминаемой), а понятие – это ПВР, форми-
руемый мозгом в результате обработки сенсорной 
информации, т. е. продукт деятельности мозга. 
Образ всегда характеризуется определенной цело-
стностью, это гештальт [2, 3, 15]. Понятие же 
формируется в процессе разрушения гештальта, 
вычленения из него только существенных для 
понятия признаков и абстрагирования от несу-
щественных, но неотъемлемых для целостного 
образа. При этом условная шкала “образ – по-
нятие” является отнюдь не бинарной, но непре-
рывной: переход от образа к понятию проис-
ходит постепенно, большая часть хранящихся 
в памяти паттернов включает в себя как сенсор-
ную, так и вербальную информацию, т. е. нахо-
дится где-то в интервале между сугубо сенсор-
ным образом и “чистым” понятием. В частности, 
в использованном примере ПВР ImH, отнесен-
ный нами к категории “скорее понятия”, вклю-
чает в себя и сенсорную составляющую. Некото-
рые аспекты формирования понятия из сенсор-
ного образа подробнее рассмотрим ниже, в части, 
посвященной реализации индукции.

Таким образом, правило (1) связывает два по-
нятия – ImH и ImD. 

Случай (2) связывает ПВР – образ, представ-
ляющий только  сугубо индивидуальные  свой-
ства Сократа, который  обозначим ImIndСократ, 
с понятием ImH. Здесь важно, что по условиям 
примера ПВР ImIndСократ (сугубо сенсорный об-
раз) не включает в себя ПВР ImH (понятие), по-
скольку о том, что Сократ – человек, мы узнаем 
только в результате связи двух этих ПВР. В рам-
ках приведенного примера такая схема выглядит 
несколько  надуманной,  но  для других, более 
сложных примеров, относящихся к методологии 
научного познания [11], она вполне реальна. Кро-
ме того, этот простой пример нужен для понима-
ния подхода к решению поставленной задачи.

Результат (3) так же, как и случай (2), связыва-
ет сенсорный образ ImIndСократ с понятием ImD.

Рассмотрим возможность реализации этих 
связок двуслойной НС с двунаправленными свя-
зями, приведенной на рис. 1. Выбор этой простой 
архитектуры обусловлен тем, что она адекватна 
реальной схеме голографии Фурье [6–10]. 

В таблице приведен вариант представления 
ПВР слоями НС, позволяющий реализовать как 
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правило (1), так и результат (3). Для того чтобы 
реализовать в этой НС рассуждения, включаю-
щие все три связки (1–3), необходимо в ней же 
ассоциировать паттерны ImH и ImInd примени-
тельно к случаю (2). Очевидно, что попытка пред-
ставить эти ПВР каждый в своем нейронном слое 
с установлением между ними матрицы связей, 
подобно тому, как это сделано для связок (1) и 
(2), приведет к выходу за рамки архитектуры 
рис. 1 – добавлению еще одного, третьего, слоя. 
Следовательно, необходимо связать ImH и ImInd 
так, чтобы все три связки (1–3) реализовывались 
двуслойной сетью параллельно, без изменения 
архитектуры и переобучения сети. Для ответа 

на вопрос о методе связи паттернов ImH и ImInd 
рассмотрим сначала реализацию в данной НС 
дедуктивного вывода, а затем перейдем к правдо-
подобным выводам – абдукции и индукции.

2. Выбор метода представления информации 
на примере дедуктивного вывода

2.1. Связь паттерна индивидуальных 
признаков с паттерном “человек”. 

Шкала общности свойств

Для реализации дедуктивного вывода сеть 
должна быть обучена правилу (1)

H DIm Im↔

и при предъявлении  ПВР ImInd Сократ реализо-
вать цепочку ассоциаций 

IndÑîêðàò H D,Im Im Im→ →

где первая ассоциация представляет случай (2). 
Иными словами, НС должна некоторым обра-
зом распознавать, что и Сократу, и Платону, и 
Пупкину присуще общее для всех них понятие 
“человек”.

Поскольку классический нейросетевой вари-
ант реализации связки ImIndСократ → ImH в пре-
дыдущих рассуждениях был отвергнут, то в рам-
ках принятого подхода (таблица, рис. 1) рассмот-
рим другой метод, основанный на том хорошо 
известном факте, что ПВР каждой персоны пред-
ставляет признаки, различающиеся по степени 
своей общности – от глобальных до локальных.

Интерпретация этого тезиса достаточно оче-
видна в случае визуального распознавания: на 
большом расстоянии мы можем не узнать, кого 
именно видим, но понимаем, что это человек. 
Ближе – различаем, мужчина это или женщи-
на, еще ближе – оцениваем другие признаки, 
ближе – узнаем конкретную персону. Таким 
образом, может быть введена шкала общности 
свойств или признаков. В качестве такой шка-
лы в рамках нашей модели НС и ее оптической 
реализации используем шкалу частот в прост-
ранстве Фурье, в котором формируется матрица 
связей нейронных слоев H в виде голограммы 
Фурье (плоскость H на рис. 1б). В этом случае 
наиболее общие свойства (быть человеком) со-
ответствуют самым низким частотам в спектре 
ПВР, далее, по мере увеличения частоты возра-
стает и индивидуализация свойств. 

Здесь следует особо подчеркнуть условность 
использованной аналогии, поскольку ПВР пред-
ставляет собой совсем не то изображение, что 

Рис. 1. Модель двуслойной нейронной сети (а) 
с двунаправленными связями (R и C – ней-
ронные слои, Н – матрица связей нейронных 
слоев), адекватная схеме голографии Фурье (б) 
с обращением волновых фронтов в плоскостях 
изображений и корреляций (Im – плоскость 
изображений, С – плоскость корреляций, L1, 
L2 – фурье-преобразующие линзы, Н – голо-
грамма Фурье, SM – полупрозрачное зеркало, 
формирующее выходную плоскость Оut, PCM1 
и PCM2 – фазо-сопрягающие зеркала, помещен-
ные в плоскости изображений и корреляций 
соответственно).

H
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C

Im
L1

L2

R

(а)

(б)

Out

PCM1 SM

PCM2

Представление паттернов внутренней репрезента-
ции в слоях искусственной нейронной сети, реали-
зуемой методом голографии Фурье

Слой R C

Правило (1) ImH ImD

Результат (3) ImInd ImD



29“Оптический журнал”, 77, 5, 2010

формирует оптическая система (глаз, например), 
но результат преобразования этого изображения 
сенсором и сенсорным трактом. ПВР как карти-
на распределения нейронной активности совер-
шенно не похож на изображение. В этой связи 
отметим, что выбор шкалы частот в  качестве 
шкалы общности свойств имеет своим обоснова-
нием не столько вышеприведенную интуитивно 
понятную  интерпретацию  из области зритель-
ного  восприятия,  сколько  то, что ПВР, пред-
ставляющие более общие свойства, должны обла-
дать большей внутренней связностью, т. е. иметь 
больший радиус корреляции. Именно большой 
радиус корреляции обеспечивает большую устой-
чивость ПВР общих свойств против локальных 
повреждений или искажений. Действительно, 
критичность амплитуды глобального максиму-
ма  корреляционной функции  к искажениям 
объектного изображения (для широкого класса 
искажений) в общем случае определяется пара-
метром 

,x y

x y

L L

r r

где Lx, Ly – геометрические размеры изобра-
жения, rx, ry – радиусы корреляции [16, 17]. 
А больший радиус корреляции определяется 
именно большим удельным весом низких частот 
в спектре [18, 19].

ПВР, представляющий индивидуальные свой-
ства,  напротив, может иметь очень малый ра-
диус корреляции, чем обеспечивается богатство 
индивидуальных свойств личности, в том числе, 
казалось бы взаимоисключающих. В результате 
того, что ПВР персоны объединяет субпаттерны 
как с высокой внутренней коррелированностью 
(низкочастотные), так и с низкой (высокочастот-
ные), достигается и гармоничность личности как 
сочетание целостности с ее индивидуальным бо-
гатством, и способность развиваться, оставаясь 
при этом самой собой.

Таким образом, ПВР персоны может быть 
представлен в виде суммы субпаттернов, каждый 
из которых репрезентирует признаки, отличаю-
щиеся от признаков другого субпаттерна степе-
нью своей общности. Крайние значения шкалы 
общности свойств представлены субпаттернами 
ImH и ImInd, а между ними на шкале общности 
представлены другие субпаттерны, представ-
ляющие иные свойства и признаки персоны (пол, 
возраст, etc.). Эти субпаттерны накладываются 
друг на друга в пространстве паттернов (слое R на 
рис. 1а, соответствующем плоскости изображе-
ний Im на рис. 1б), но их образы Фурье разнесе-

ны в пространстве Фурье (плоскость голограм-
мы H на рис. 1б), поскольку занимают разные 
частотные диапазоны (рис. 2)

( ) ( ) ( )
Person H Ind

Person H Ind

... ,

... .

Im Im Im

F Im F Im F Im

= + +

= ∪ ∪
  

    (4)

2.2. Характеристики паттерна “смертен” 
при реализации дедукции

Обучение сети (рис. 1) правилу (1) заключа-
ется в формировании матрицы связей Н, свя-
зывающей низкочастотный субпаттерн ImH с 
паттерном, представляющим в слое С свойство 
“смертен” ImD

( ) ( )HD H D
* ,H F Im F Im=

 
                  (5)

где F обозначает преобразование Фурье, а асте-
риск – комплексное сопряжение. Выражение (5) 
соответствует правилу обучения Хэбба и описы-
вает голограмму Фурье, реализующую матрицу 
связей (5). 

В пространстве Фурье частотный диапазон 
паттерна ImD должен пересекаться с частотным 
диапазоном субпаттерна ImH – в противном слу-
чае голограмма (5) сформирована быть не может. 
Поскольку выше было определено, что субпат-
терн ImH низкочастотный, то и паттерн ImD при 
реализации дедуктивного вывода также должен 
быть  низкочастотным (или  включать в себя 
низкочастотную  спектральную  компоненту). 

Преобразование Фурье

Пространство Фурье

Пространство паттернов

+

ImH ImInd ImPerson

F(ImPerson)

F(ImInd)F(ImH)

=

0 Частота

Рис. 2. Схема представления случая (2) “Данная 
персона – человек”. Субпаттерн ImInd пред-
ставляет индивидуальные свойства персоны, а 
субпаттерн ImH – свойство “человек”.
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Наличие или отсутствие в паттерне ImD высоко-
частотной компоненты на результат дедуктивно-
го вывода не влияет.

Случай (2) реализуется предъявлением обу-
ченной сети (восстановлением голограммы) пат-
терна персоны (4), включающего в себя субпат-
терн ImH, в результате сеть формирует отклик

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( )

Person H D

H H D

Ind H D

H H D D

*

*

*

* ,

Out F F Im F Im F Im

F F Im F Im F Im

F Im F Im F Im

Im Im Im Im

⎡ ⎤= =⎢ ⎥⎣ ⎦
⎡= +⎢⎣

⎤+ =⎥⎦

= ⊗ =

где символы * и ⊗ обозначают свертку и корре-
ляцию соответственно, а в предположении от-
сутствия высокочастотной спектральной компо-
ненты в составе ImD, F(ImInd)F*(ImH) = 0. Таким 
образом, получаем требуемый результат (3) – 
“данная персона смертна”. 

Если в составе ImD высокочастотная компо-
нента присутствует, то, поскольку о смертности 
данной персоны нам по условиям задачи ничего 
не известно, компонента корреляционного поля 
F(ImInd)F*(ImH) является помехой, а корреля-
ционный алгоритм, как известно, осуществляет 
оптимальное по критерию отношения сигнал/
помеха выделение сигнала из шума, т. е. также 
получаем требуемый результат “данная персона 
смертна”, но с меньшим отношением сигнал/ 
помеха [16]

( ) ( ) ( )Person H D D
* .Out F F Im F Im F Im Im⎡ ⎤= =⎢ ⎥⎣ ⎦

3. Реализация индуктивного вывода

При  реализации  индуктивного вывода сеть 
должна обучаться примерами результатов (3), 
связывающих паттерн персоны (4) с ПВР свой-
ства “смертен”, которое рассматривается здесь 
(по условиям задачи индукции) как сугубо ин-
дивидуальное, не обладающее общностью – мы 
знаем из единичного опыта, что данная персона 
смертна, но еще не знаем, что свойство смертно-
сти всеобще. Обозначим образ, представляющий 
такое, сугубо индивидуальное, свойство добавле-
нием индекса Ind, т. е. ImDInd. Формируемая при 
обучении результатом (3) голограмма описывает-
ся выражением 

( ) ( )
( ) ( )

( ) ( ) ( ) ( )

DInd Person DInd

H DInd

Ind DInd Ind DInd

*

*

* * .

H F Im F Im

F Im F Im

F Im F Im F Im F Im

= =

= +

+ =
 
 (6)

Если при реализации дедукции частотный 
диапазон ImD пересекался с диапазоном ImH, 
т. е.  ImD  был  низкочастотным,  то теперь 
F(ImDInd) должен пересекаться с F(ImInd). По ус-
ловиям задачи пересечения F(ImDInd) с F(ImH) 
на этапе обучения нет: F(ImDInd) локализован 
только в области высоких частот. Задача индук-
ции заключается, таким образом, в терминах 
нашего подхода в расширении спектра ImDInd 
в область низких частот с последующей записью 
голограммы, связывающей новый ПВР с расши-
ренным спектром, который обозначим ImDExt, 
с ImH.

Никаких  других  требований на ImDExt, 
кроме наличия низкочастотных компонент в 
 спектре,  для ясности  изложения основной идеи 
сейчас  не  накладывается.  Частный случай 
ре шения этой задачи в пространстве паттер-
нов – преобразование произвольного паттерна в 
δ-функцию, поскольку спектр последней имеет 
постоянную спектральную плотность. С техни-
ческой точки зрения, эта задача, как задача реа-
лизации хорошо известной в теории НС идеоло-
гии WTA (победитель забирает все), очень про-
сто решается использованием в слое С нелиней-
ного итерирующего отображения: за несколько 
итераций из сложного сигнала или изображе-
ния выделяется  единственный  максимум,  а 
остальные  сводятся  к нулю. Соответственно 
и спектр с каждой итерацией расширяется, в 
пределе – в спектр с постоянной спектральной 
плотностью.

Итерационный метод имеет очевидные био-
логические основания – понимание того, что “все 
люди смертны” приходит в результате раздумий 
над фактами смертности отдельных людей или 
даже одной персоны. Эти раздумья в рамках 
схемы рисунка 1 выражаются в многократной 
активации нейронов слоя С, в котором представ-
лен ImDInd, а многократность активации нейро-
нов обеспечивается многократным прохожде-
нием возбуждения от слоя R к слою С и обратно. 
В терминах голографии, снова, как и при реали-
зации дедукции, получается схема голографии 
Фурье, но с нелинейным обращением волнового 
фронта в плоскости корреляций. 

Если  активационная функция С-нейронов 
(экспозиционная  характеристика  фазо-сопря-
гающего зеркала в корреляционной плоскости 
рис. 1) нелинейна, и эта нелинейность адекват-
на задаче выделения нейрона-победителя, то с 
каждой итерацией образ ImDInd в слое С будет 
все более и более концентрироваться (обострять-
ся), приближаясь к δ-функции 
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( )
( )

1
DInd DInd

DInd DExtlim ,

k k

k

k

Im Nl Im

Im Im δ

+

→∞

=

= =

где Nl – нелинейная  активационная функция 
нейронов слоя С, а k – номер итерации. Для этого 
достаточно, чтобы вторая производная нели-
нейной функции в пределах рабочего диапазона 
удовлетворяла условию

0( ( )) .Nl x ′′>

Большинство реальных голографических ре-
гистрирующих сред имеют участок экспозици-
онной характеристики, удовлетворяющей этому 
условию; как правило, это область недоэкспози-
ций и малых экспозиций [18, 19].

Подчеркнем важность неединственности ре-
зультата (3), которым обучается НС. В прин-
ципе, индуктивно обобщение возможно и на 
единственном примере.  Однако  здесь не на-
кладывалось никаких ограничений на ImDInd и, 
если ImDInd окажется гармоническим колеба-
нием, то итерационная процедура не позволит 
свести его к δ-функции, какой бы вид нелиней-
ности не использовался: расширение спектра 
при этом возможно только в область более вы-
соких частот. Но сложение с другим ImDInd, 
пусть гармоникой, но другой частоты, ведет к 
появлению комбинационных, в том числе раз-
ностных, частот.

Способность к обобщению зависит как от ак-
тивационной функции С-нейронов, так и от субъ-
ективной яркости образа смертности конкрет-
ных персон. Если нелинейность выражена сла-
бо, или имеет вид, не позволяющий выделить 
максимум, то обобщение не наступает. Если 
свойство смертности неактуально для познаю-
щего субъекта, то и “яркость” ImDInd не велика 
по сравнению с другими образами, одновременно 
с ImDInd, представленными в слое С. В резуль-
тате итераций образ смертности не только не 
усиливается, но наоборот – ослабляется, а уси-
ливаются другие, более актуальные для субъекта 
образы, и обобщение как понимание того, что 
люди смертны, приходит поздно или не прихо-
дит вообще. Если же свойство воспринимается 
ярко, то уже нескольких итераций достаточно 
для того, чтобы пришло понимание – “все люди 
смертны”.

Обратим внимание, что переход от сенсорного 
образа смертности конкретной персоны ImDInd 
к понятию смертности вообще соответствует 
вышеупомянутому [1–3] отличию образа от по-
нятия в плане наличия у первого целостности, 

т. е. внутренней коррелированности. Переход 
от произвольного паттерна ImDInd к δ-функции и 
есть разрушение внутренней коррелированно-
сти, т. е. разрушение гештальта. Строго говоря, 
по условиям задачи применительно к рассматри-
ваемой реализации (рис. 1) требуется не переход 
к δ-функции, а переход в пространстве Фурье к 
постоянной спектральной плотности. Именно 
постоянная спектральная плотность обеспечи-
вает  общность  понятия,  его  применимость к 
любому субпаттерну из совокупности (4), состав-
ляющей паттерн персоны.

Поскольку здесь введено новое (по сравне-
нию с ImD) понятие смертности вообще, харак-
теризующееся δ-коррелированностью, а введен-
ное ранее понятие смертности ImD обладало не 
нулевым, а большим радиусом корреляции, то 
обозначим  новое  понятие паттерном ImDExt. 
Понятие ImDExt оказывается действительно об-
щим,  поскольку применимо как к  сенсорным 
образам ImInd, так и к вербальным ImH. Посто-
янная спектральная плотность, в свою очередь, 
через теорему Винера–Хинчина обуславливает 
δ-коррелированность вне зависимости от конк-
ретного вида паттерна в слое С: это может быть 
как единичная δ-функция, так и δ-коррелиро-
ванный паттерн.

Вместе  с  тем,  переход в  слое  С от произ-
вольного паттерна ImDInd именно к единичной 
δ-функции обусловлен тем, что размерность об-
ласти определения матрицы связей нейронных 
слоев равна сумме размерностей областей опре-
деления ассоциируемых паттернов, и в случае 
двух изображений, определенных на плоскости, 
матрица связей должна иметь 4-мерную область 
определения, что физически нереализуемо. 
В случае же единственной δ-функции в слое С, 
матрица связей определена на плоскости, т. е. 
физически реализуема в виде тонкой голограм-
мы Фурье. 

Таким образом, индуктивный вывод реали-
зуется в рассмотренной архитектуре НС ри-
сунка 1. Если для реализации дедукции было 
достаточно однократного прохождения света от 
слоя R к слою С и, соответственно, однонаправ-
ленных  связей,  то  для реализации  индукции 
необходимы двунаправленные связи, позволяю-
щие реализовать итерационную процедуру. Эта 
двунаправленность связей реализуется помеще-
нием в корреляционную плоскость и плоскость 
изображений фазо-сопрягающих зеркал.

На рис. 3 приведен пример экспозиционной 
характеристики фазо-сопрягающего зеркала в 
корреляционной плоскости (нелинейной акти-
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вационной функции С-нейронов), на рис. 4 – ре-
зультаты трансформации паттерна с ограничен-
ным экспоненциальным спектром к δ-функции, 
а на рис. 5 – соответствующие им действительные 
части фурье-образов.
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Рис. 3. Активационная функция нейронов слоя С 
(экспозиционная характеристика фазо-сопря-
гающего зеркала в корреляционной плоскости).

Рис. 4. Исходный паттерн ImDInd (а) и паттерны, полученные после 2-й (б), 4-й (в) и 10-й (г) итераций.

4. Реализация абдуктивного вывода

По условиям задачи имеется паттерн персоны 
ImPerson, содержащий только высокочастотную 
часть ImInd, представляющую индивидуальные 
признаки.  Низкочастотный субпаттерн  ImH в 
ImPerson отсутствует. Задача абдукции в рамках 
рассматриваемого подхода – задача формирова-
ния в составе ImPerson низкочастотного субпат-
терна ImH.

Сеть (рис. 1) обучена правилу (1), связываю-
щему низкочастотный субпаттерн ImH с ImD, 
как это было сделано при реализации дедукции, 
т. е. голограмма как матрица связей нейронных 
слоев имеет вид

( ) ( )HD H D
* .H F Im F Im=

                 
  (7)

Напомним,  что (7)  – низкочастотная  голо-
грамма, поскольку F(ImH) локализован только в 
области низких частот (рис. 2). При предъявле-
нии обученной таким образом сети какого-либо 
паттерна в одном из слоев (R или С) отклик в 
другом слое (С или R соответственно) будет сфор-
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мирован только в том случае, если спектраль-
ный диапазон предъявляемого паттерна пере-
секается с диапазоном F(ImH), и сам отклик при 
этом тоже будет только низкочастотным. Если 
обученной НС предъявить высокочастотный 
паттерн ImInd, то голограмма HHD формировать 
никакого отклика в слое С не будет, поскольку 
F(ImInd) не пересекается с HHD: сеть, обученная 
тому, что все люди смертны (7), не может свя-
зать это знание с ImInd.

Теперь предъявим сети результат (3), кото-
рый она запомнит, т. е. запишем голограмму, 
связывающую высокочастотный ImInd и высоко-
частотный же ImDInd, представляющий свойство 
смертности конкретной персоны 

( ) ( )DInd Ind DInd
* .H F Im F Im=               (8)

Голограммы (7) и (8) разнесены по шкале ча-
стот, т. е. пространственно не пересекаются в 
частотной области, но физически их можно за-
писать на одной регистрирующей среде. Тогда, 
для реализации абдукции необходимо преобра-
зовать ПВР ImDInd так, чтобы параллельно вос-
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становить им обе голограммы (7) и (8), получив 
в слое R требуемый паттерн – решение “Данная 
персона – человек”

Person H Ind.Im Im Im= +                      (9)

Требуемое  преобразование  в пространстве 
Фурье  заключается в  расширении F(ImDInd) 
так, чтобы его частотный диапазон перекры-
вался с диапазоном HHD, т. е. снова необходимо 
расши рение спектра в область низких частот 
аналогично тому, как это было и в случае индук-
ции.  Решение  этой  задачи уже описано в  пре-
дыдущем разделе:  за счет реализации итера-
ционной  процедуры  с использованием нели-
нейного  итерирующего  отображения  в слое  С, 
позволяющего  свести  произвольный паттерн 
ImDInd к  δ-функции. Соответственно,  абдук-
тивный вывод реализуется в той же схеме НС, 
что и индуктивный – схеме двуслойной НС 
с двунаправленными связями между слоями, 
соответствующей схеме голографии Фурье с 
нелинейным обращением волнового фронта в 
корреляционной плоскости.

Рис. 5. Спектры (действительные части фурье-образов). Исходный паттерн (а) и после 2-й (б), 4-й (в) и 
10-й (г) итераций соответственно.
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Заключение

Таким образом, в рамках подхода к реализа-
ции образного мышления двуслойной нейронной 
сетью с матрицей двунаправленных связей, фор-
мируемой методом голографии Фурье, возможна 
реализация как  достоверного (дедуктивного), 
так и правдоподобных выводов – индукции и 
абдукции.  Для  реализации  дедуктивного вы-
вода  достаточно однократного прохождения 
возбуждения через матрицу связей от  слоя к 
слою, а активационная функция нейронов (ха-
рактеристики сенсоров) может быть линейна. 
Для реализации правдоподобных выводов необ-
ходимы два условия – итерационная процедура 
и нелинейная экспозиционная характеристика 
фазо-сопрягающего зеркала (нелинейная акти-
вационная функция нейронов) в слое С. Эта ите-
рационная процедура, реализующая идеологию 
“победитель забирает все”, имеет целью сведение 
паттерна в слое С к δ-функции. 

Необходимость сведения паттерна в слое С 
к δ-функции имеет также и сугубо физическую 
причину – невозможность формирования голо-
граммы как матрицы связей, имеющей четы-
рехмерную область определения. Соответствен-
но, при восстановлении реальной голограммы 
не δ-функцией, а определенным на плоскости 
паттерном в слое R будет восстанавливаться не 
ассоциированный паттерн, а картина, образо-
ванная суммой наложенных и смещенных друг 
относительно друга паттернов.

При реализации абдуктивного вывода реше-
ние задачи – это паттерн, формируемый в слое 
R в результате прохождения возбуждения через 
матрицу связей от преобразованного в δ-функ-
цию паттерна в слое С. При реализации индук-
тивного вывода решение задачи – новая голо-
грамма (матрица связей). В результате, абдук-
тивный вывод расширяет знание примеров, а 
индуктивный – теорию, т. е. знание переднего 
плана.

Индуктивный вывод может рассматриваться 
также как трансформация сенсорного образа в 
понятие посредством разрушения внутренней 
коррелированности сенсорного образа (перехода 
к δ-коррелированности), т. е. абстрагирования от 
несущественных для понятия признаков. При 
этом паттерн – δ-функция в слое С, может рас-
сматриваться как понятие абсолютное, посколь-
ку перекрывает весь возможный диапазон смыс-
лов (белый спектр в пространстве Фурье).
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